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DEPARTMENT VISION:
Automatic computing radically changes how humans solve problems, and even the kinds of problems we can only imagine solving. Computing has changed the world more than any other invention over the past hundred years and across the full range of industry sectors.  This has come to pervade nearly all human endeavours and we are just at the beginning of the revolution.  It will have extraordinary implications on the range of skills that today’s young people will require.  It is our responsibility therefore, to enable our future peers with computing knowledge that will keep up with the pace of technological change, so they remain effective and well-informed moral citizens.
AIMS
· Ensure that all pupils have a broad and balanced Computing/ICT curriculum
· Encourage pupils to gather, store, process, and present information through activities in a range of contexts
· To support and advance students in becoming computer engineers and program developers
· Provide pupils with opportunities to analyse, design, implement and document Computing/ICT systems for use by others
· Encourage pupils to develop an understanding of the wider applications and effects of Computing/ ICT especially on their future choices
· Encourage pupils to solve problems using Computing/ICT and associated principles and techniques
· Provide pupils with a broad and balanced view of the range of applications and information systems and an understanding of their capabilities and limitations
· To enhance learning and confidence in Computing/ICT through incorporating their own experiences
· Committed to raising high expectations of student attainment 
· We also aim to provide opportunities to engage with the Computing/ICT curriculum outside of lessons: KS4 intervention, enrichment days and STEM days, 
KEY STAGE 3 CURRICULUM PLAN (This will be your long-term plan / SOL overview)
	
	 Autumn Term 1
	Autumn Term 2
	 Spring Term 3
	 Spring Term 4
	Summer Term 5
	 Summer Term 6

	

YEAR 7
	Baseline Test & Intro to computing resources

Computer Ethics: UCSR & Cyber Security
	Spreadsheet Modelling
	Games Prog in Scratch: sequence, selection and repetition
	Algorithms (Flowol): Pseudocode, Flow chart design

	AI and Machine Learning: Origins and uses of AI (Robotics)
	Revision & End of Year Exam:
Unit overspill from previous terms, KO’s & Revision Booklets

	

YEAR 8
	Benchmark Test

Understanding Computers 1: Input, Output, Storage, Memory, CPU
	Understanding Computers 2: Systems Software (OS, Embedded & Apps)
	Understanding Computers 3: Number Bases (Binary – Terms, Conversion and Arithmetic) Hex (Conversions)
	Representing Data: ASCII, Extended ASCII, Unicode, Images, Sound, Compression
	Python Programming: Introduction
	Revision & End of Year Exam:
Unit overspill from previous terms, KO’s & Revision Booklets

	

YEAR 9
	Benchmark test
Networks 1: Network Hardware, Types (server, peer to peer), Topologies, Protocols, Packet Tracer (Network Building)
	Networks 2: Network Security, Threats, Encryption
	IDLE Languages and VB Programming: Study into different languages and prog skills
	Computational Thinking: Algorithms, Pseudo Code, Searching and Sorting
Benchmark T
	Year 9 Uplift to GCSE

Python Programming: Fundamentals
	Year 9 Uplift to GCSE

Python Programming: Next steps (procedures, functions)


 
KEY STAGE 4 CURRICULUM PLAN: COMPUTING Specification code J277 (This will be your long-term plan / SOL overview) 
Students will experience the OCR Computing GCSE from an engineering and theory-based standpoint in today’s modern technology.  The course has been designed to transition students into Computer Science A-level or the modern workplace.  It does this by developing valuable computational thinking and how to apply it through a programming language.  A specification of the course can be found here: https://www.ocr.org.uk/Images/558027-specification-gcse-computer-science-j277.pdf
As well as covering the below content, students must undertake a programming task to either a specification or as small problem-solving tasks during the course.
[image: ]

	 
	Autumn Term 1
	Autumn Term 2
	Spring Term 3
	Spring Term 4
	Summer Term 5
	Summer Term 6

	

YR 10
	1.1.1 Systems Architecture
1.1.2 CPU Performance
2.1.1 Computational Thinking
2.1.2 Designing, creating Algorithms
	1.1.3 Embedded Systems​
2.4.1 Boolean Logic​
1.2.1 Primary Storage
1.1.2 Secondary Storge​
Programming Skills - Python Workbook
	1.2.3 Units​
1.2.4 Data storage – Numbers​
1.2.5 Data storage – Characters, images, Sound, Compression​

	2.2.1 Programming fundamentals – Variables, Operators, Sequencing​
2.2.2 Data Types​
2.2.3 Additional programming Techniques​
	2.2.3 Additional programming techniques and Practical Programming Skills​

Python Programming: Concepts and Project start

	1.3.1 Networks and topologies​
1.3.2 Wired and wireless networks, protocols and layers​
1.4.1 Threats to Computers​
1.4.2 Vulnerability prevent

	

YR 11
	1.4.1 Threats to computer systems and network​ cont
2.3.1 Defensive design​
2.3.2 Testing​

	1.5.1 Operating Systems
1.5.2 Utility software​
1.6.1 Digital Impacts: Ethical, legal, cultural and environmental
2.5.1 Languages and 2.5.2 The Integrated Development Environment (IDE)​
	Programming Revision​
2.1.3 Searching and sorting algorithms.​
Searching and Sorting Practical Programming skills​
	A further look at Algorithms: Designing, refining
Additional programming technique: Arrays, SQL search read, write and store
Full Course Revision
	Revision and final exam





Please double click these icons for the GCSE course information and knowledge organiser:
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Revision Booklets:
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[bookmark: _GoBack]They contain all relevant information the students will need to complete the course. Past exam papers will be made available but are also downloadable from the OCR website.

KEY STAGE 4 CURRICULUM PLAN: CISCO EXTENDED IT ESSENTIALS (EITE)
The high demand for entry level professionals who possess excellent information and communication technology (ICT) skills is a driving force behind the certification that is offered by CISCO and Pensby High School. Students who are exposed to the Cisco Networking Academy, Extended IT Essentials course, will obtain a certification after passing 4 exams.  They will be assessed on the following: fundamentals of computer hardware and software, mobile devices, networking and cybersecurity concepts, and the responsibilities of an IT professional. It also includes client-side virtualization, as well as expanded information about Microsoft Windows operating systems, security, negotiation skills and troubleshooting. The aim of the content is to equip students for entry-level IT jobs.

By the end of the course, students will be able to: 
· Describe the internal components of a computer and assemble a computer system.
· Install and understand operating systems on computers and mobile devices.
· Connect to the Internet and share resources in a networked environment.
· Understand cyber security language, security controls for networks, servers and applications
· Troubleshoot using system tools and diagnostic software.

COURSE OVERVIEW
	
	Course Type
	Length and Learning Type

	Unit 1
	Get Connected – Digital Basics
	Online self-paced

	Unit 2
	IT Essentials – assemble a computer and network
	40 to 50 hours
Instructor-Led

	Unit 3
	Introduction to Cybersecurity
	15 hours
Online self-paced

	Unit 4
	Introduction to Packet Tracer – build a virtual network
	8 hours
Online self-paced


The 2-year EITE course includes activities using Packet Tracer, hands-on lab work, and a wide array of assessment types and tools.  A specification overview can be found by clicking the above course title links in the table above.

Double click this icon for the scope on unit 2, IT Essentials:



MARKING AND FEEDBACK POLICY
	Key Stage 4

	Marking, assessment and feedback activities:

	
	Symbol
	What it means...
	When

	
	Sp.
	Indicates a spelling mistake (only correct 5 spelling mistakes in one piece of work)
	Exercise books

	
	[image: ]
	Double ticked work indicates a strong and successful element of a pupil response. Label why it is successful.
	  Exercise books

	
	//
	Indicates a new paragraph suggestion.
	Exercise books

	
	? Ex.
	Indicates that something needs expanding.
	Exercise books
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	Indicates something does not make sense or needs re-
writing/poor expression. Pupils then have to work out and label what they must correct.
	Exercise books
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	SPaG error that needs to be identified and fixed by the student.
	Exercise books

	
	[image: ]
	Self / Peer assessment will be marked by the pupil
	Exercise books

	Books will be marked once a term if in operation, all other work will be conducted via computers and either marked online or printed off to be marked. In any case, all students must have their own file to store work.
The key piece of work will contain detailed feedback (grade / % / score). An extended piece of hw will be set each full term (3 key pieces across the year). Where possible this will be set and submitted on Teams.

	Assessment for both KS3 and 4 Computing

Key Assessment are conducted at the end of every half term based on the unit covered. We also conduct a Mid-Unit Assessment half-way through the half term to maintain retention for their key assessment. The key assessment will contain detailed feedback and a score/% and will offer lesson time to review.

Lesson starters are either questions based on all topics from different units to ensure knowledge and recall or a quiz for topics currently being taught.  Throughout lessons, verbal and application based diagnostic questions are used along with exam style questions which have been taken from past exam papers i.e. multiple choice and extended writing. Homework is set every 4 lessons or roughly every 2 weeks.

Books will be marked twice every half term (dependent on mid-unit assessment being set as hard copy or online) with peer, group and over the shoulder marking taking place every week.  Students will predominantly be working in exercise books with some tasks being set online through MS Teams.  In any case, all students must have access in every lesson to their own file/book to store work, revision booklets and knowledge organisers.

Assessment for ICT Essentials (CISCO)

All assessment is conducted online for this industry qualification apart from the practical which requires students to build a PC from scratch, install an operating system, install some applications and network a minimum of 2 computers together over two different types of network systems.

	KS4 - Link to assessment plan and whole school data collection:
Assessments will be completed at the end of each module of work.  This will be graded and returned for DIRT (results are kept on a central department tracker).
Any student significantly below their target or lacking in commitment to the assessments will be asked to retake.
Exam questions will be completed during the module of work in class and Homework.


 
OPPORTUNITIES AND VISITS
 There are opportunities to visit local businesses to see how they operate in practice.  Most trips are linked with the local authority chambre of commerce, with visits planned to such companies as Unilever and Typhoo.  This is to deepen our students study programme by gaining an insight into the everyday operation of a business, its marketing strategies and develop links with these local businesses who offer summer internships to suitable candidates.
INTERNATIONAL VISITS
Opportunities for trips are being discussed to team up cross curricular and to investigate how large corporates operate in the UK’s capital and further afield.  More information will be made available.                                                                                                                                                                                             
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PENSBY HIGH SCHOOL

EXAMINATION GUIDE 2021-23

		Subject

		Computer Science



		Course code

		Computer Science (9-1) - J277



		Website address

		https://www.ocr.org.uk/qualifications/gcse/computer-science-j277-from-2020/



		Provisional examination dates 

		Paper 1: J277/01 Computer Systems 

50%: TBC



Paper 2: J277/ 02 Computational thinking, algorithms and programming  

50%: TBC





		GCSE grade type awarded 

		9-1



		Programming Project 

		20 hour programming booklets to be completed – Feeds into Paper 2 questions.



		Revision books

		Clear Revise:

https://www.pgonline.co.uk/resources/computer-science/gcse-ocr/clearrevise-j277/

Revision booklets printed and tagged to exercise books.





		Useful websites

		· https://student.craigndave.org/

· GCSE OCR J277 Computer Science Videos – Craig 'n' Dave | Students (craigndave.org)

· https://quizlet.com/en-gb/content/ocr-gcse-computer-science-flashcards

· https://smartrevise.online/

· https://senecalearning.com/

· https://papacomputerscience.wordpress.com/gcse-j277-new-overview/

· https://youtu.be/uMDQiZg8rWE

· https://papacomputerscience.files.wordpress.com/2020/07/cs-gcse-glossary.pdf

· https://app.memrise.com/course/403879/ocr-gcse-computing-keywords/

· https://www.bbc.co.uk/bitesize/examspecs/zmtchbk

· https://www.canyoucompute.co.uk/intro-lessons.html

· https://www.ocr.org.uk/students/exam-support/revision/

· https://www.w3schools.com/python/default.asp







		1.1 Systems Architecture
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		Confidence

		Clarification

		✔



		1.1.1 Architecture of the CPU



		  

		I can explain the purpose of the CPU

		



		  

		I can explain what actions occur at each stage of the fetch-execute cycle

		



		  

		I can explain the role/purpose of the (ALU) Arithmetic Logic Unit and what data it stores during the fetch-execute cycle

		



		  

		I can explain the role/purpose of the (CU) Control Unit and what it manages and controls during the fetch-execute cycle

		



		  

		I can explain the role/purpose of the Cache and what data it stores during the fetch-execute cycle

		



		  

		I can explain the role/purpose of the (MAR) Memory Address Register in the Von Neumann architecture and what addresses it stores during the fetch-execute cycle

		



		  

		I can explain the role/purpose of the (MDR) Memory Data Register in the Von Neumann architecture and what data it stores during the fetch-execute cycle

		



		  

		I can explain the role/purpose of the (PC) Program Counter in the Von Neumann architecture and what data/address it stores during the fetch-execute cycle

		



		  

		I can explain the role/purpose of the Accumulator in the Von Neumann architecture and what data it stores during the fetch-execute cycle

		



		  

		I understand the difference between storing an address and data

		



		1.1.2 CPU Performance



		  

		I can explain how the clock speed affects the CPU performance

		



		  

		I can explain how the cache size affects the CPU performance

		



		  

		I can explain how the number of cores affects the CPU performance
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		I can explain the purpose and characteristics of embedded systems

		



		  

		I can give a range of examples of different embedded systems
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1.2 Memory & Storage										

		Confidence

		Clarification

		✔



		1.2.1 Primary storage (Memory)



		  

		I can explain the purpose and characteristics of embedded systems

		



		  

		I can give a range of examples of different embedded systems

		



		  

		I can explain why computers have primary storage

		



		  

		I can explain why primary storage usually consists of ROM and RAM

		



		  

		I can explain the difference and key characteristics of ROM and RAM

		



		  

		I can explain the purpose of ROM in a computer system

		



		  

		I can explain the purpose of RAM in a computer system

		



		  

		I can explain why virtual memory may be needed in a system

		



		  

		I can explain how virtual memory works and the transfer of data between RAM and the HDD
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		Confidence

		Clarification

		✔



		1.2.2 Secondary storage



		  

		I can explain the purpose and characteristics of embedded systems

		



		  

		I can explain why computers have secondary storage

		



		  

		I understand what optical storage media is and how it works

		



		  

		I can identify the advantages and disadvantages of optical storage media

		



		  

		I can identify different types of optical storage devices

		



		  

		I understand what magnetic storage media is and how it works

		



		  

		I can identify the advantages and disadvantages of magnetic storage media

		



		  

		I can identify different types of magnetic storage devices

		



		  

		I understand what solid state storage media is and how it works

		



		  

		I can identify the advantages and disadvantages of solid state storage media

		



		  

		I can identify different types of solid state storage devices

		



		  

		I can compare storage media and devices, identifying the most suitable for a given scenario

		



		  

		I can compare storage media based on their capacity

		



		  

		I can compare storage media based on their speed

		



		  

		I can compare storage media based on their portability

		



		  

		I can compare storage media based on their durability

		



		  

		I can compare storage media based on their reliability

		



		  

		I can compare storage media based on their cost
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		Confidence

		Clarification

		✔



		1.2.3 Units



		  

		I can explain why data must be stored in binary format

		



		  

		I can explain how data needs to be converted into binary format to be processed by a computer

		



		  

		I can identify the different data units bit, nibble (4 bits), byte (8 bits), kilobyte (1,000 bytes or 1KB), megabyte (1,000 KB), Gigabyte (1,000 MB), Terabyte (1,000 GB), Petabyte (1,000 TB)

		



		  

		I can calculate the capacity of devices for different data units

		



		  

		I can calculate the require storage capacity for a given set of files

		



		  

		I can calculate the file sizes for sound files (file size = sample rate x duration(s) x bit depth)

		



		  

		I can calculate the file sizes for images (file size = colour depth x image height(px) x image width(px))

		



		  

		I can calculate the file sizes for text files (file size = bits per character x number of characters)

		



		1.2.4 Data Storage



		Numbers



		  

		I can convert positive denary whole numbers (0 – 255) to binary numbers (up to and including 8 bits) and vice versa

		



		  

		I can add two binary integers together (up to and including 8 bits) and explain overflow errors which may occur

		



		  

		I can convert positive denary whole numbers into 2-digit hexadecimal numbers (00 – FF) and vice versa

		



		  

		I can convert binary integers to their hexadecimal equivalents and vice versa

		



		  

		I understand the terms ‘most significant bit’, and ‘least significant bit’.

		



		  

		I can carry out a binary shift and understand the effect (both left and right) on a number

		



		Characters



		  

		I understand how binary codes are used to represent characters

		



		  

		I can explain what is meant by the term ‘character set’

		



		  

		I can explain the relationship between the number of bits per character, and the number of characters which can be represented, e.g. ASCII and Unicode

		



		  

		I can explain the differences between and impact of each character set

		



		  

		I understand how character sets are logically ordered, e.g. the code for ‘B’ will be one more than ‘A’

		



		  

		I can perform a binary shift and understand the effect (both left and right) on a number

		



		  

		I know that the binary representation of ASCII in the exam will use 8 bits

		







		Confidence

		Clarification

		✔



		1.2.4 Data Storage



		Images



		  

		I understand how an image is represented as a series of pixels, represented in binary

		



		  

		I can explain how each pixel has a specific colour, represented by a specific code

		



		  

		I can explain the effect on image size and quality when changing colour depth and resolution

		



		  

		I understand what additional information is stored in the metadata (e.g. height, width)

		



		Sound



		  

		I understand how analogue sound can be sampled and stored in digital form (binary).

		



		  

		I understand that the sample rate is measured in Hertz (Hz)

		



		  

		I understand that the bit depth refers to the number of bits available to store each sample (e.g. 16-bit)

		



		  

		I understand that the duration refers to the number of seconds of audio the sound file contains.

		



		  

		I can explain the effect of sample rate, duration and bit depth on the playback quality and size of the sound file.

		



		1.2.5 Compression



		  

		I understand the need for compression.

		



		  

		I can identify the advantages and disadvantages lossy and lossless compression.

		



		  

		I can explain the effects on the file for each type of compression.

		



		  

		I can identify common scenarios where compression may be needed.

		









		1.3 Computer networks, connections and protocols
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		Confidence

		Clarification

		✔



		1.3.1 Networks and topologies



		  

		I can explain the difference between a LAN (Local Area Network) and WAN (Wide Area Network)

		



		  

		I understand the different factors that can affect the performance of a network, e.g. the numbers of devices connected and the bandwidth

		



		  

		I can explain the different roles of computers in a client-server and a peer-to-peer network

		



		  

		I can identify the hardware needed to connect stand-alone computers into a Local Area Network including wireless access points, routers, switches, NIC (Network Interface Controller/Card) and Transmission media.

		



		  

		I can explain the tasks performed by each piece of network hardware.

		



		  

		I understand the concept of the Internet as a network of computer networks.

		



		  

		I understand a Domain Name Service (DNS) is made up of multiple Domain Name Servers

		



		  

		I can explain the role of the DNS (Domain Name Server) in the conversion of a URL to an IP address.

		



		  

		I understand the concept of servers providing services (e.g. Web Server -> Web pages, File Server -> files storage/retrieval)

		



		  

		I understand the concept of Hosting and clients requesting/using services from a server

		



		  

		I understand what is meant by ‘The Cloud’ and remote service provision (e.g. storage, software, processing)

		



		  

		I can explain the advantages and disadvantages of ‘The Cloud’.

		



		  

		I can explain the advantages and disadvantages of the Star and Mesh topologies

		



		  

		I can apply my understanding of networks to a given scenario

		



		

		

		



		

		

		



		1.3.2 Wired and wireless networks, protocols and layers



		  

		I can compare the benefits and drawbacks of wired (Ethernet) and wireless (Wi-Fi, Bluetooth) connections

		



		  

		I am able to recommend one or more connections for a given scenario

		



		  

		I understand the principle of encryption to secure data across network connections

		



		  

		I understand IP addressing and the format of an IP address (IPv4 and IPv6) for communication over the Internet

		



		  

		I understand that MAC addresses are assigned to a devices for use within a network

		



		  

		I understand the principle of a standard to provide rules for areas of computing

		



		  

		I can explain how standards allow hardware/software to interact across different manufacturers/producers

		



		  

		I can explain the principle of a (communication) protocol as a set of rules for transferring data

		



		  

		I understand that different types of protocols are used for different purposes

		



		  

		I can explain the basic principle of the TCP/IP (Transmission Control Protocol/Internet Protocol) including its purpose and key features

		



		  

		I can explain the basic principle of the HTTP (Hypertext Transfer Protocol) including its purpose and key features

		



		  

		I can explain the basic principle of the HTTPS (Hypertext Transfer Protocol Secure) including its purpose and key features

		



		  

		I can explain the basic principle of the FTP (File Transfer Protocol) including its purpose and key features

		



		  

		I can explain the basic principle of the POP (Post Office Protocol) including its purpose and key features

		



		  

		I can explain the basic principle of the IMAP (Internet Message Access Protocol) including its purpose and key features

		



		  

		I can explain the basic principle of the SMTP (Simple Mail Transfer Protocol) including its purpose and key features

		



		  

		I understand the concept of layers and can explain the benefits of using layers e.g. the 4-layer TCP/IP model
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1.4 Network Security

		



		Confidence

		Clarification

		✔



		1.4.1 Threats to computer systems and networks



		  

		I can explain how Malware is used, its purpose and the threats posed to devices/systems

		



		  

		I can explain how Social engineering (e.g. phishing, people as a ‘weak point’) is used, its purpose and the threats posed to devices/systems

		



		  

		I can explain how a Brute-force attack is used, its purpose and the threats posed to devices/systems

		



		  

		I can explain how a Denial of service attack is used, its purpose and the threats posed to devices/systems

		



		  

		I can explain how a Data interception and theft is used, its purpose and the threats posed to devices/systems

		



		  

		I can explain the concept of how SQL injection is used, its purpose and the threats posed to devices/systems

		



		1.4.2 Identifying and preventing vulnerabilities



		  

		I understand how to limit/prevent threats posed and remove vulnerabilities through use of Penetration testing

		



		  

		I understand how to limit/prevent threats posed and remove vulnerabilities through use of  Anti-malware software

		



		  

		I understand how to limit/prevent threats posed and remove vulnerabilities through use of  Firewalls

		



		  

		I understand how to limit/prevent threats posed and remove vulnerabilities through use of  User access levels

		



		  

		I understand how to limit/prevent threats posed and remove vulnerabilities through use of  Passwords

		



		  

		I understand how to limit/prevent threats posed and remove vulnerabilities through use of  Encryption

		



		  

		I understand how to limit/prevent threats posed and remove vulnerabilities through use of  Physical security
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		Confidence

		Clarification

		✔



		1.5.1 Operating systems



		  

		I can explain the purpose of the operating system

		



		  

		I can identify the different types and features of a user interface

		



		  

		I can explain how the operating system performs memory management, e.g. the transfer of data between memory, and how this allows for multitasking

		



		  

		I understand that data is transferred between devices and the processor, and that this process needs to be managed

		



		  

		I can explain how peripherals are managed and the need for device drivers

		



		  

		I can explain user management functions, e.g. allocation of an account, access rights, security, etc.

		



		  

		I can explain file management, and the key features, e.g. naming, allocating to folders, moving files, saving, etc.

		



		1.5.2 Utility software



		  

		I understand that computers often come with utility software, and how this performs housekeeping tasks

		



		  

		I can explain the purpose of encryption software and why it is required

		



		  

		I can explain the purpose of defragmentation software and why it is required

		



		  

		I can explain the purpose of data compression software and why it is required

		







		









[image: business, justice, law, legal, scale icon icon]1.6 Ethical, legal, cultural and environmental concerns

		







		Confidence

		Clarification

		✔



		1.6.1 Ethical, legal, cultural and environmental impact



		  

		I understand that technology introduces ethical, legal, cultural, environmental and privacy issues.

		



		  

		I can discuss, using a variety of digital technology examples, ethical issues and the impact of technology on wider society 

		



		  

		I can discuss, using a variety of digital technology examples, privacy issues and the impact of technology on wider society

		



		  

		I can discuss, using a variety of digital technology examples, cultural issues and the impact of technology on wider society

		



		  

		I can discuss, using a variety of digital technology examples, environmental issues and the impact of technology on wider society

		



		  

		I can discuss, using a variety of digital technology examples, legal issues and the impact of technology on wider society

		



		  

		I can explain the purpose of The Data Protection Act 2018 and the specific actions it allows or prohibits

		



		  

		I can explain the purpose of the Computer Misuse Act 1998 and the specific actions it allows or prohibits

		



		  

		I can explain the purpose of the Copyright Designs and Patents Act 1988 and the specific actions it allows or prohibits

		



		  

		I can explain the need to license software and the purpose of a software license

		



		  

		I can explain the features of open source software (providing access to the source code and the ability to change the software)

		



		  

		I can explain the features of proprietary software (no access to the source code, purchased commonly as off-the-shelf)

		



		  

		I can recommend a type of license for a given scenario including benefits and drawbacks
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		Confidence

		Clarification

		✔



		2.1.1 Computational Thinking



		  

		I understand how the principle of Abstraction and how it can be used to define and refine problems

		



		  

		I understand how the principle of Decomposition and how it can be used to define and refine problems

		



		  

		I understand how the principle of Algorithmic Thinking and how it can be used to define and refine problems

		



		2.1.2 Designing, creating and refining algorithms



		  

		I can identify the inputs, processes, and outputs for a problem

		



		  

		I produce simple structure diagrams to show the structure of a problem, the subsections and their links to other subsections

		



		  

		I can complete, write or refine an algorithm using pseudocode

		



		  

		I can complete, write or refine an algorithm using flowcharts

		



		  

		I can complete, write or refine an algorithm using OCR reference language or Python

		



		  

		I can identify syntax/logic errors in code and suggest fixes

		



		  

		I can create and use trace tables to follow an algorithm

		



		2.1.3 Searching and sorting algorithms



		  

		I understand the main steps of a binary search algorithm

		



		  

		I understand the pre-requisites of a binary search algorithm

		



		  

		I can apply a binary search algorithm to a data set

		



		  

		I can identify a binary search algorithm if given the code or pseudocode for it

		



		  

		I understand the main steps of a linear search algorithm

		



		  

		I can apply a linear search algorithm to a data set

		



		  

		I can identify a binary search algorithm if given the code or pseudocode for it

		



		  

		I understand the main steps of a bubble sort algorithm

		



		  

		I can apply a bubble sort algorithm to a data set

		



		  

		I can identify a bubble sort algorithm if given the code or pseudocode for it

		



		  

		I understand the main steps of a merge sort algorithm

		



		  

		I can apply a merge sort algorithm to a data set

		



		  

		I can identify a merge sort algorithm if given the code or pseudocode for it

		



		  

		I understand the main steps of a insertion sort algorithm

		



		  

		I can apply a insertion sort algorithm to a data set

		



		  

		I can identify a insertion sort algorithm if given the code or pseudocode for it

		







		2.2 Programming fundamentals

		[image: python icon]



		Confidence

		Clarification

		✔



		2.2.1 Programming fundamentals



		  

		I understand and can use variables and constants in the Python high-level programming language

		



		  

		I understand and can use inputs and outputs in the Python high-level programming language

		



		  

		I understand and can use the comparison operators ( == Equal to, != Not equal to, < Less than, <= Less than or equal to, > Greater than, >= Greater than or equal to )

		



		  

		I understand and can use the arithmetic operators ( + Addition, - Subtraction, * Multiplication, / Division, MOD Modulus, DIV Quotient, ^ Exponentiation (to the power) )

		



		  

		I understand the use of the three programming constructs (sequence, selection, and iteration) and how they’re used to control the flow of a program

		



		  

		I am able to identify sequence in code or pseudocode

		



		  

		I am able to identify selection in code or pseudocode

		



		  

		I am able to identify iteration (count and condition controlled loops) in code or pseudocode

		



		  

		I understand and can use the Boolean operators AND, OR and NOT

		



		2.2.2 Data types



		  

		I understand and can use Integer numbers in the Python high-level programming language

		



		  

		I understand and can use Real numbers in the Python high-level programming language

		



		  

		I understand and can use Boolean values in the Python high-level programming language

		



		  

		I understand and can use Characters and Strings in the Python high-level programming language

		



		  

		I understand and can use Casting in the Python high-level programming language

		



		  

		I am able to choose suitable data types for data in a given scenario

		



		  

		I understand that data types may be temporarily changed through casting, and where this may be useful

		



		2.2.3 Additional programming techniques



		  

		I understand and can use basic string manipulation (Concatenation and Slicing) in the Python high-level programming language

		



		  

		I understand and can use basic file handling operations (Open, Read, Write, and Close) in the Python high-level programming language

		



		  

		I understand the use of records to store data

		



		  

		I understand the use of arrays as fixed length or static structures when solving problems, including both one-dimensional (1D) and two-dimensional arrays (2D)

		



		  

		I understand the use of 2D arrays to emulate database tables of a collection of fields, and records.

		



		  

		I understand the use of SQL to search for data in a database

		



		  

		I understand and can write SQL statements using SELECT, FROM and WHERE

		



		  

		I understand how to use sub programs (functions and procedures) to produce structured code and where to use them effectively

		



		  

		I can use local variables/constants within functions and procedures

		



		  

		I can use global variables/constants within functions and procedures

		



		  

		I can use arrays (passing and returning) within functions and procedures

		



		  

		I can create and use random numbers in a program

		







		2.3 Producing robust programs

		[image: cogs icon]



		Confidence

		Clarification

		✔



		2.3.1 Defensive design



		  

		I understand the issues a programmer should consider to ensure that a program caters for all likely input values and anticipate misuse

		



		  

		I understand how to deal with invalid data in a program

		



		  

		I understand the authentication is required to confirm the identity of a user

		



		  

		I am able to design and create python code to provide simple authentication of a user (e.g. username and password)

		



		  

		I understand why commenting code is useful and can apply this appropriately

		



		  

		I understand the benefits of using sub programs to improve maintainability

		



		  

		I understand the benefits of using naming conventions for variables and constants to improve maintainability

		



		  

		I understand the benefits of indentation in program code to improve maintainability

		



		2.3.2 Testing



		  

		I understand the purpose of testing

		



		  

		I can explain the difference between Iterative (testing modules of a program during development) and Final/terminal testing (testing the program at the end of production)

		



		  

		I can identify Syntax errors as errors which break the grammatical rules of the programming language and stop it from being run/translated

		



		  

		I can identify Logic errors as errors which produce unexpected output

		



		  

		I can identify Normal test data as data which should be accepted by a program without causing errors

		



		  

		I can identify Boundary test data as data which should be accepted by a program without causing errors

		



		  

		I can identify Invalid test data as data of the correct data type which should be rejected by the computer system

		



		  

		I can identify Erroneous test data as data of the incorrect data type which should be rejected by the computer system

		



		  

		I am able to identify suitable test data for a given scenario

		



		  

		I am able to create and complete a test plan

		



		  

		I am able to use test results to refine algorithms

		







		2.4 Boolean logic
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		Confidence

		Clarification

		✔



		2.4.1 Boolean logic



		  

		I can identify the logic gate symbols for AND, OR and NOT

		



		  

		I understand how each logic gate works and can complete truth tables for them

		



		  

		I can complete simple logic gate diagrams using the operators AND, OR and NOT

		



		  

		I can combine Boolean operators using AND, OR and NOT

		



		  

		I can create, complete or edit logic diagrams for given scenarios

		



		  

		I can create, complete or edit truth tables for given scenarios

		



		  

		I can apply logical operators in truth tables to solve problems

		



		  

		I am able to use test results to refine algorithms

		







		2.5 Programming languages and IDE’s

		[image: code, console, technology, window icon]



		Confidence

		Clarification

		✔



		2.5.1 Languages



		  

		I can explain the differences between High and Low level programming languages

		



		  

		I can explain the purpose of Translators

		



		  

		I can explain the differences, benefits and drawbacks of using a Compiler or an Interpreter

		



		2.5.2 The Integrated Development Environment (IDE)



		  

		I can identify the tools that an IDE provides

		



		  

		I can explain how Editors can be used to help a programmer develop a program

		



		  

		I can explain how Error diagnostics can be used to help a programmer develop a program

		



		  

		I can explain how a Run-time environment can be used to help a programmer develop a program

		



		  

		I can explain how Translators can be used to help a programmer develop a program

		



		  

		I have practical experience of using a range of these tools within an IDE
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Moving from J276 ‘Pseudocode Guide’ 
to J277 ‘Exam Reference Language’



What is Exam Reference Language?

As part of the update, we needed to make a clear distinction between Natural English, Pseudocode and Reference Language. 

		Natural English

		Pseudocode

		Exam Reference Language



		· Full sentences/paragraphs

· Natural language

		· Structured English

· Bullet points

· More succinct

· Inherently informal

· Syntactically loose

· Open to interpretation

		· Used to pose examination questions formally

· Formal structure

· Precise

· Consistent







We present our examination questions using a formal structure – this helps teachers and students understand what is expected of them in a consistent way. This makes our questions fair for students. For J276 we called this our ‘Pseudocode Guide’.

However, our formal presentation meant that we had created a Reference Language. Therefore, we renamed the 'Pseudocode guide' in J276, to 'OCR Exam Reference Language' in J277. This is in keeping with industry terminology. We made minor updates to our Exam Reference Language for the J277 specification:

		J276 'Pseudocode Guide' to J277 'Exam Reference Language' updates





		Programming Techniques

		Added Random Numbers



		File Handling

		Simplified File Handling operations



		Iteration

		Added the DO WHILE loop construct



		

		Added step command option to FOR loops



		Casting

		Added float as a data type



		String Handling

		We defined how concatenation is to be represented





[image: ]



Version 1	3	© OCR 2020

OCR Exam Reference Language in J277 Assessment

		J276 'Pseudocode Guide’

		J277 Exam Reference Language



		[image: ]
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The look and feel of our J277 SAMs will be very familiar.  The way we pose our algorithm questions using Exam Reference Language will be the same as J276 questions. We have both Professional Development courses available and our Assessment Story to help you to transition to J277.

[image: ]Examination papers

[image: ]Familiar look and feel, with J277 Exam Reference Language using the same format as J276

Candidates may respond in OCR Exam Reference Language throughout Component 02

[image: ]Questions where candidates must respond in Exam Reference Language or a high-level language are clearly marked in Section B of Component 02

[image: ]Marking and assessment

[image: ]A similar assessment approach will be applied from our J276 Component 02 assessments

[image: ]Examiner guidance has been included in Component 02 SAM to help clarify our approach

[image: ]We have examples of marking in our Candidate Sample Answers for Component 02

Candidates will not be penalised for minor errors in their ERL/programming language syntax

[image: ]Candidates may mix the Exam Reference Language and a formal programming language in a response, or between questions

[image: ]How could I use Exam Reference Language in my teaching?

[image: ][image: ]Introduce Exam Reference Language as early as possible in your curriculum

[image: ]Use wall displays showing programming constructs to help students

Encourage students to use it when designing solutions to problems































[image: Title: We value your feedback - Description: We value your feedback]

Whether you already offer OCR qualifications, are new to OCR, or are considering switching from your current provider/awarding organisation, you can request more information by completing the Expression of Interest form which can be found here: www.ocr.org.uk/expression-of-interest

Looking for a resource? There is now a quick and easy search tool to help find free resources for your qualification: 
www.ocr.org.uk/i-want-to/find-resources/





OCR Resources: the small print
OCR’s resources are provided to support the delivery of OCR qualifications, but in no way constitute an endorsed teaching method that is required by the Board, and the decision to use them lies with the individual teacher. Whilst every effort is made to ensure the accuracy of the content, OCR cannot be held responsible for any errors or omissions within these resources. 



Our documents are updated over time. Whilst every effort is made to check all documents, there may be contradictions between published support and the specification, therefore please use the information on the latest specification at all times. Where changes are made to specifications these will be indicated within the document, there will be a new version number indicated, and a summary of the changes. If you do notice a discrepancy between the specification and a resource please contact us at: 

resources.feedback@ocr.org.uk.


© OCR 2020 - This resource may be freely copied and distributed, as long as the OCR logo and this message remain intact and OCR is acknowledged as the originator of this work. OCR acknowledges the use of the following content: n/a

Please get in touch if you want to discuss the accessibility of resources we offer to support delivery of our qualifications: resources.feedback@ocr.org.uk
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Iteration — count-controlled
for i=0 to 7

print(“Hello”)
next i

Will print hello 8 times (0-7 inclusive).
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for i=0 to 9

print ("Loop")
next i

“This will print the word “Loop” 10 times, i.e. 0-9 inclusive.
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GCSE Computing



Essential Knowledge



		Computer System

		Combination of hardware and software; 



		Binary

		Discrete Numbering System. Signifies voltage/current/electricity on or off. Allows for digital processing.



		Data

		Raw facts and figures. No context or processing.



		Information

		Data that has been processed.



		Hexadecimal

		Numbers are displayed in a more compact way than in binary.



		Algorithm

		A series of instructions that solves a problem in a finite number of steps. 



		Boolean

		A variable data type which can be set to either true or false.



		Integer

		A variable data type which is a whole number.



		Character

		A variable data type which is either a letter, number or symbol. The number has no value.



		String

		A variable data type. A series of characters. Cannot perform a calculation on a number stored as a string. It must be converted to an integer or real value.



		Date

		Some languages have a date data type or the day, month and year could each be stored as separate integer or string values



		Character Set

		All the characters which are can be represented by the computer system. There are many different character set standards such as ASCII, Unicode.



		Array / List

		A group of variables of the same data type stored under one identifier. Each individual variable is given an index number by which it is referred to within the array.



		ASCII

		ASCII is a 7-bit character set. 128 characters represent English alphabet. Characters of many

other alphabets (accept languages) cannot be represented.



		UNICODE

		Unicode has a much larger character set (16 bits) and can represent many more characters/characters from all alphabets.



		CPU

		Performs processing on a computer. Fetches instructions from memory. Fetches data from memory. Decodes instructions. Executes instructions.

Performance can be improved through:

number of cores

clock speed/number of cycles

word size

architecture of the CPU

type of cache memory



		CPU processing of instructions

		The instructions are held in memory

The processor fetches an instruction from memory

The processor decodes the instruction

The processor executes the instruction

The result may be stored back into memory

The process is repeated continuously



		Clock Speed

		Instructions are fetched from memory. Decoded and Executed by the processor. The speed at which this cycle happens is the clock speed of the CPU. Higher clock speed means more instructions can be executed in same period of time.



		Dual Core CPU

		Two cores may be able to process two instructions in parallel. 



		Cache Memory

		Superfast memory. Frequently used instructions/data are pre-loaded into cache which is faster to access than RAM. Reduces the time to fetch data/instructions;



		Secondary Storage

		A storage device other than RAM. Eg hard disk, solid state USB drive.



		Magnetic Storage

		Hard disk drive. Stores binary on a magnetised disc as series of magnetised/demagnetised areas which represent 0 or a 1. Unsuitable for mobile devices due to moving parts, slower data transfer times, less robust, larger in size and uses more power than solid state. 



		Solid State Storage

		Storage device with no moving parts. Used in Smart Phones/Tablet. Faster access than other storage mediums. Less power consumption. Robust unlike magnetic drives.



		Optical Storage

		CD-R/DVD-R. Device read by a laser. Once data written cannot be altered on the device.

Laser into the correct position over the CD. CD is spun to ensure all data can be read. The laser is shone on to the disk. The laser is reflected off disc. Bumps and Pits on disk change reflectivity of laser. This represents 1s and 0s of data. 



		RAM

		Internal memory. A large amount of RAM enables more instructions/programs to be loaded from secondary storage into RAM so they can be executed by the processor. Volatile.



		ROM

		Internal memory. Stores bootstrapping instructions that allows device to boot up and search or OS. Non-volatile.



		Virtual Memory

		When a computer system has insufficient memory the backing store (HDD) is used as temporary RAM. When main memory is limited it allows computer to run more software/multi task. 



		Function

		Block of code. Always returns a value. Procedures do not return a value. Allows reusability through parameters. Reduced lines of code required. They can be tested in isolation and only require testing once. Easily updated. Easier to read. Reduced chances of errors.



		Parameter

		Value sent to a Function/Procedure



		External software sources/Software libraries

		Blocks of pre-written/pre-tested code that can be used in programs. Saves programming time. Allows more professional looking input screens. Allows access to advanced validation code. May reduce the security of the site. External code may not be well documented. Limited by what the external source of code offers.



		Bitmap Image

		Image is represented as a sequence of pixels. Each pixel represents a colour. 1 bit per pixel – B&W image. 1 byte per pixel 256 different colours available.

Quality of bitmap image depends on number of pixels used to make up image.



		Digitised Sound Sampling

		Microphone picks up sound waves converted from an analogue signal into a digital signal. Multiple values at specific points on sound wave (sample rate) are converted to a binary number and stored as a file



		Network

		Two or more computers that have been connected together. Can communicate to one another.



		Advantages of connecting to a Network

		Enables users to work from multiple physical locations.

Hardware resources to be shared between computers eg printer

Creates more resilient systems (than when you are reliant on just one computer)

Access to web services and monitoring of web traffic

Easier monitoring of all users.

Centralised back-up is possible.



		Disadvantages of connecting to a Network

		Additional hardware is required.

Introduces potential security risks eg viruses, hacking

Additional support costs

Certain hardware failures (e.g. main server or switch/router) could impact other devices



		Network Topology

		Method of connecting a group of devices together in a particular structure.



		Bus

		[image: ]



		Ring

		

One faulty device/connection means the network can fail.

Connections are shared between all devices so not secure.

Data has potentially to travel through many devices before reaching its

destination



		Star

		

It allows each client to use full transmission over the network

No data collisions

Easy to connect new devices

The failure of one client will not affect the others 

Packets are only sent to intended device;



		Protocol

		An agreed method of communication. Set of rules that govern communication.



		Syntax Error

		Errors that occur during the execution of a program as a result of mistakes in the program. Breaks rules of language. Picked up early in development. Easy to locate and fix. IDE will often identify. Prevent code from executing until fixed.



		Run Time Error

		Written as syntactically correct code.

May only appear late (or never) in testing.

IDE tools will help to identify syntax errors but are less useful in identifying run-time errors.

Will cause a running program to crash.

Run-time errors may not occur every time the program is run



		Logic Error

		Code will execute but will not perform desired outcome.

Can be difficult to detect because code will execute.

Can often be missed due to ineffective testing. The error only occurs very infrequently. Action taken after testing was incorrect. New software updated may introduce new logic errors. Code can be overly complex. 



		Methods to spot and reduce errors in code

		Built in functions in IDE will include.

Watch/Variable table

Breakpoint; 

Step through 

Syntax colouring

Automatic Code completion



		Waterfall Method

		Methodology of software development.

Analysis, Design, Implementation, Testing, Evaluation

Each phase clearly separated, inflexible, difficult to go back a step if needed.



		Spiral Method

		Methodology of software development.

More client consultation, ability to return and fix problems.

Involves prototyping during design and implementation phase.



		Agile Method

		Methodology of software development.

Regular testing, faster development, difficult to develop large software using this method



		Prototyping

		Advantages

Enable the system to be reviewed by the user during development.

May provide a final system that is better suited to the users needs.

Will detect incorrect features earlier than other models.

Enable the developers to gain an early insight into how the system could be developed.

Disadvantages

Prototypes can be converted to final code that is hard to maintain. 

Prototypes can be converted to final code of lower quality than a properly analysed solution.



		Unit Testing

		Performed by the programmer as they are developing the program. They test the correctness of small blocks of code in isolation.



		Integration Testing

		Performed when all of the different parts of code, such as functions or modules, are complete. This tests whether the units of code work together correctly. 



		System Testing

		Takes place after the code has been individually tested and is done without having to have any knowledge of the code itself (black box testing). This tests that the entire system functions correctly.



		Test Data

		Data that is used to test a new system. Is either Normal, Extreme or Erroneous.



		Normal Test Data

		Test data that falls within the bounds of the validation rules



		Extreme Test Data

		Test data that is at the upper or lower limit of the validation rules – eg. A Number between 1-10 would be either 1 or 10.



		Erroneous Test Data

		Test data that will force an error on a validation rule. It is purposely incorrect.



		Database

		An organised collection of data items



		Relational Database

		A database with 2 or more tables that are linked via primary and foreign keys,



		Primary Key

		Unique identifier within a table that identifies a record. Eg. Candidate Number



		Foreign Key

		A primary key in one table that exists within another table. Used to link tables together.



		Advantages Social Networks

		Data could be stored outside of country so (possibly) free from censorship.

Allows other media to be shared along with text such as videos and photos to keep people more informed of important global events.

Allows communication to many recipients simultaneously thus speeding up communication.

Potential to allow anyone interested to see information and so potentially increasing the speed of the spread of information.
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Knowledge Organiser Written by: Mr B Hanif 
GCSE COMPUTER SCIENCE Exam Board: OCR 


 
 


Computer Architecture1.1


Memory 1.2


Storage1.3


Wired and Wireless Networks1.4


Network Topologies, Protocols & layers1.5


System Security1.6


Systems Software1.7


Ethical, Legal, Cultural & Environmental concerns1.8


Paper 1: Computer Systems 
 


1 hour 30 minutes 
Written Exam Paper 


80 marks 
50% of total GCSE 


 


Paper 2: Computational thinking, 
algorithms and programming 


 
1 hour 30 minutes 
Written Exam Paper 


80 marks 
50% of total GCSE 


 
 


Algorithms2.1


Programming Techniques2.2


Producing Robust Programs2.3


Computational Logic2.4


Translators & Facilitators of Language2.5


Data Representation2.6







1.1 SYSTEMS ARCHITECTURE 


  


 


 


 


 


 


 


 


 


 


THE CENTRAL PROCESSING UNIT (CPU) 


 


Control Unit (CU): executes instructions and 


controls the flow of data in the CPU.  


Program counter: holds the memory address for the 


instruction of each cycle. 


Arithmetic Logic Unit (ALU): does all of the 


calculations and logic operations.  


Accumulator: holds the result of any calculations 


in the ALU. 


Cache: very fast memory that stores regularly used 


data so that the CPU can access it quickly. 


MAR (Memory Address Register): holds the address 


about to be used by the CPU.  


MDR (Memory Data Register): holds the actual data 


or instruction being processed by the CPU. 


 


KEY CONCEPTS 
  


 Computer systems take data (input), process it and then 


output it. 


 Embedded systems are computers built in to other 


devices like washing machines. They are dedicated to a 


single task so they are efficient. 


 Clock speed: the number of instructions a processor can 


carry out per/second. Higher clock speed = faster CPU. 


 Number of Cores: The more cores a CPU has the more 


instructions it can carry out at once (multitasking). 


More cores = faster processing. 


 Cache size: A larger cache gives the CPU faster access 


to more data 


EXAM QUESTIONS 
  


1. Explain how cache size, cores and clock speed affect 


the performance of the CPU. 


2. Define what is meant by an embedded system 


3. What is the purpose of the ALU? 


4. Explain the role of the CPU registers (MAR and MDR) 


5. Explain how the fetch decode execute cycle works 


6.  


FETCH – DECODE – EXECUTE CYCLE 
 


CPU fetches instruction from the RAM 
(Copies memory address to MAR, copies  
Instruction to MDR & adds 1 to PC. 
CU decodes the instruction from the MDR 
Instruction is executed by the CU 
The next instructions is fetched and  
The cycle repeats. 



http://www.google.co.uk/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=2ahUKEwjAz5fjr73eAhUrx4UKHVh4CoYQjRx6BAgBEAU&url=http://www.teach-ict.com/2016/GCSE_Computing/OCR_J276/1_1_systems_architecture/fetch_execute_cycle/miniweb/index.php&psig=AOvVaw2_F_w7pGiVeQTXM1UYqyvu&ust=1541511439024140





1.2 MEMORY and 1.3 STORAGE 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


STORAGE CAPACITY 


Some storage methods such as a HDD or SSD have a 


large capacity (they can store lots of data. Other 


devices such as CDs and SD cards have smaller 


capacity. Measurements of capacity are shown below: 


 


 


 


 


 


 


 


 


 


 


1000 instead of 1024 could be used when doing your 


conversion calculations, because you will not be allowed 


a calculator in your exam.  


RANDOM ACCESS MEMORY (RAM) 
  


 RAM is the computer’s main memory that holds the data, 


programs and files while they are being used. 


 RAM is volatile (power off = the data is lost) 


 The CPU will fetch instructions from the RAM in the fetch – 


decode – execute cycle. 


 When the RAM is full the computer uses VIRTUAL MEMORY. It 


uses the secondary storage as temporary RAM so that the 


computer can continue running (but slowly). 


EXAM QUESTIONS 
  


1. Explain how the RAM works with the CPU in the 


fetch –decode – execute cycle 


2. Explain the difference between volatile and non-


volatile memory giving an example of each 


3. Tom is buying a new laptop, he is not sure 


whether to get a magnetic HDD or SSD. Discuss 


the benefits and drawbacks of each. 


 


READ ONLY MEMORY (ROM) 
  


 The ROM is on a chip build into the motherboard 


 It contains the BIOS (boot up sequence for the computer) 


 ROM is non-volatile (data still stored after power is off) 


 TYPES OF STORAGE 
  


 Secondary Storage: where all data including the programs 


are stored when they are not being used. 


Storage Key Information 
Hard Disk Drive 
(HDD) 


Magnetic, has moving parts, large 
capacity, lower cost than SSD 


Solid State Drive 
(SSD) 


Flash memory, no moving parts, more 
robust than HDD, faster and more 
expensive than HDD 


Flash memory e.g. USB memory sticks, memory cards. 
Optical Storage e.g. CDs, DVDs. Cheap, portable and 


fairly robust. 
Magnetic tape Used for archive storage (backups). Very 


large capacity, low cost, slow. 
 


Storage device comparison factors: speed, cost, durability, 


robustness, capacity and portability.  


 







1.4 WIRED AND WIRELESS NETWORKS 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


NETWORK HARDWARE 
  


Network Interface Controller (NIC): built in hardware that 
allows a device to connect to a network. 
Switches: connect devices on a LAN 
Router: Transmits the data (packets) between the networks (eg: 
the internet and your LAN) 
Wireless Access Point (WAP): a switch that allows devices to 
connect wirelessly. 
Cables: the cables in a network can be twisted pair cables, 
coaxial cables or fibre optic cables. 
 


EXAM QUESTIONS 
  


1. Give 3 items of hardware needed for a network 
2. Explain the difference between a peer-to-peer 


network and a client server network. 
3. The school’s network has become very slow. Explain 


two different reasons why this might be. 
4. Evaluate the benefits of using a wired connection 


rather than a wireless one. 


Key Terms 
  


A network is where devices have been connected together so 


that they can share data and resources. Networks can be wired 


(Ethernet) or wireless (Wi-Fi). 
 


 


Local Area 
Network 
(LAN) 


Cover a small geographical area such as an office. 
Use their own infrastructure. 


 


 


 


 


Wide Area 
Network 
(WAN) 


WANs connect LANs together over a large geographical 
area and make use of infrastructure from 
telecommunications companies. 


  


Bandwidth  The amount of data that can pass between network 
devices per second 


 


Server A device that provides services for other devices 
(e.g. file server or print server) 


 


Client A computer or workstation that receives information 
from a central server 


 


Peer to peer 
Network 


All of the computers in the network are equal. They 
connect directly to each other. 


 


Standalone 
computers 


A computer not connected to a network  


 


NETWORK PERFORMANCE 
  


These factors can impact on network performance: 


Bandwidth: The more bandwidth, the more data that can 


be transferred at a time. 


Number of Users: Having a lot of people using a 


network means lots of data is being transmitted which 


can slow it down. 


Transmission Media: Wired connections are faster than 


wireless. Fibre optic cables are faster than copper 


cables. 


Wireless Factors: wireless can be affected by walls, 


distance, signal quality and interference from other 


devices. 


Topology: The layout of a network can impact on its 


performance. 


 


VIRTUAL NETWORKS 
  


A virtual network is part of a LAN or WAN where only 
certain devices can “see” and communicate with each 
other usually connected remotely. 







1.5 NETWORK TOPOLOGIES, PROTOCOLS AND LAYERS 
 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


 


NETWORK TOPOLOGIES 
  


A topology is the layout of a network. 
Bus: Slow network due to data collisions 
on the single backbone cable. 
Star: If the central switch fails, the  
whole network fails. If one device fails, 
the network is fine. 
Ring: Data moves in one direction which 
prevents collisions. Only one device can send data at once. 
Mesh: Each device is connected to every other device so they 
can send data the fastest route. There is no single point 
where network can fail. Require lots of wire. 


LAYERS 
Network protocols are divided into layers so that 
protocols with similar functions are grouped together.  


•Turn data into applications or websites
•HTTP, FTP, SMTP


Layer 4: 
Application


•Control the flow of data
•TCP


Layer 3: 
Transport


•Direct data packets between networks
•IP


Layer 2: Network


•Sending data over a physical network
•Ethernet


Layer 1: Data 
Link


PROTOCOLS 
Protocols are the rules for how devices communicate and 
transmit data across a network. 
Every device has a MAC address so that it can be identified 
on a network. Eg: 98-1C-B3-09-85-15 
IP addresses are used when sending data between networks. 
They can be static (permanent) or dynamic (different each 
time the device connects). 
TCP/IP: Used to send data between networks in packets. 
Transmission Control Protocol (TCP): Splits the data into 
packets and re-assembles. Checks data is sent correctly. 
Internet Protocol (IP): does the packet switching 
Hyper Text Transfer Protocol (HTTP): for accessing websites 
HTTPS: The secure version of HTTP 
File Transfer Protocol (FTP): Moves files between devices 
Post Office Protocol (POP3): Retrieves emails from server. 
Once you download the email the server copy is deleted. 
Internet Message Access Protocol (IMAP): Retrieves email 
from server. Email is kept on server, you see a copy. 
Simple Mail Transfer Protocol (SMTP): sends emails. 
 
 


PACKET SWITCHING 
 Data is split into packets and numbered in order. 
 Each packet is send the fastest route across the 


internet by the routers. This means packets can 
take different routes and arrive out of order. 


 The packet numbers are used to put them in order. 
 If packets are missing a timeout message is sent 
 Once all have arrived a receipt confirmation is 


sent to the device that sent them. 


EXAM QUESTIONS 
1. Explain why protocols are used 
2. Describe how packet switching works 
3. Evaluate the benefits and drawbacks of a mesh 


network. 
4. Draw topologies for bus, ring and star networks. 
5. Explain the difference between HTTP and HTTPS 
6. Explain the difference between POP3 and IMAP 







1.6 SYSTEM SECURITY 
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EXAM QUESTIONS 
1. Describe what is meant by “Malware” 
2. Describe how a brute force attack works and how 


to prevent it. 
3. Explain how to keep a network secure. 
4. Evaluate the benefits and drawbacks of a business 


using penetration testing 


TYPES OF ATTACK 
Attack How it works How to prevent it 


Passive Network traffic is 


monitored and then data is 


intercepted 


Encryption so that 


intercepted data cannot 


be understood 


Active Someone deliberately 


attacks a network with 


malware (eg: a virus) 


A firewall and antivirus 


software 


Insider Someone with network access 


abuses this to steal 


information 


User access levels to 


control how much data 


people can access. 


Brute Force Trial an error until a 


password is attacked 


Making passwords 


difficult to guess. 


Locking accounts after 


failed attempts. 


Denial of 


Service 


The network is flooded with 


useless data so it is too 


slow to use 


This attack is hard to 


prevent but a firewall 


can help. 


SQL 


Injection 


SQL commands are typed into 


the input boxes on a 


website to access data or 


alter the database 


Having strong validation 


on all input boxes so 


that only expected data 


can be entered 


Phishing Emails with links that 


trick people into entering 


their personal information 


Looking for signs that 


an email is not from a 


real company.  


Social 


Engineering 


When a person manipulates 


someone else into handing 


over sensitive information 


Policies and rules for 


staff about handing over 


data. Staff training. 


 


NETWORK SECURITY KEY TERMS 
Malware: malicious software intended to cause harm. 
Penetration Testing: Organisations employ 
professionals to try and hack their network so that 
they can find areas of weakness. 
User Access Levels: Different employees have 
different levels of access to programs, websites and 
data.  
Encryption: data is scrambled so that it cannot be 
understood if intercepted. It can only be decrypted 
with a key. 
Network Forensics: Data packets are captured as they 
enter the network and analysed to find out the cause 
of a network attack. 


T
y
p
e
s
 
o
f
 
M
a
l
w
a
r
e Virus - attach themselves to files and 


copy themselves when the user copies 
or opens a file.


Worm - copy themselves without the 
user doing anything.


Trojan - malicious software pretending 
to be a legitimate program.







1.7 SYSTEMS SOFTWARE 


 


 


 


 


 


 


 


 


 


 


 


 


 


Operating Systems: runs the 
computer, manages the hardware and 
applications e.g. IOS, Windows 10 
 
Device Drivers: communicate with the 
peripherals and internal hardware. 
 
User Interface: allows the user to 
interact with the device. This can 
be a Graphical User Interface (GUI) 
which are visual and easy for 
someone to use or a command line 
interface where the user needs to 
type in commands to make it work. 
 
Multitasking: The operating system 
manages the programs so that you can 
run several at the same time. 
 
File and Disk Management: The 
operating system manages the 
movement, editing and deletion of 
data. 
 
User Accounts: The operating system 
manages the accounts of the 
different users. 
 


 


EXAM QUESTIONS 
1. Evaluate the benefits and drawbacks of releasing a piece of software 


as open source rather than proprietary. 
2. Explain three functions of the operating system in a computer 
3. Evaluate the difference between doing an incremental back up and a 


full back up. 


Utility Software 
Utilities are the programs that help maintain and configure a program. 
Most utility software is installed with the Operating system. 
 
Defragmentation: Defragging a magnetic hard drive groups all of the 
files for each program together and all of the free space together. 
This makes it read and write quicker. 
 
Back Up Utilities: Schedules and manages backups. Full back ups = all 
data is backed up. Incremental = only files since the last back up are 
copied. 
 
Compression: reduces the size of large files so that they take up less 
space. Files then need to be extracted before they are used. 
 
Encryption: scrambles the data to protect it so that if someone else 
gets hold of it they cannot access it. 
 
 
 


Open Source and Proprietary Software 
 


Open Source Proprietary 


It’s usually free and the source 


code is available so it can be 


adapted for individual needs 


Others can improve the code 


Strong online support communities  


Usually has to be paid for 


Only the compiled code is 


released so it cannot be edited 


Good customer support 


May not fit the users exact 


needs 


 







1.8 ETHICAL, LEGAL, CULTURAL & ENVIRONMENTAL CONCERNS 


 


 


 


Ethical  
 Ethics is about what is considered right and wrong by 


society. 
 If a company does not behave in an ethical way it 


might make their customers lose trust in them. 
 Issues such as cyberbullying, trolling and the use of 


social media can raise ethical issues. 
 Privacy: Users trust companies to keep their data 


private so companies need to take care of it 
 Censorship: is when a country or organisation 


controls what people can access on the internet. 
 Surveillance: surveillance is when someone is 


monitored using technology. 
  
  


Legal 
 Data Protection Act: controls how personal data is 


used. Eg: it has to be accurate and up to date, kept 
secure, should not be kept longer than needed 


 Freedom of information Act: gives the public the right 
to see information about public organisations 


 Computer Misuse Act: makes it illegal to hack a 
network or create a virus. 


 Copyright, Designs & Patents Act: protects things you 
have created from being used without permission 


 Creative Commons: lets people release their work to be 
used and shared legally and sometimes modified. 
 


Cultural 
 One cultural issue in computing is the Digital Divide. 


Some people do have access to technology, others don’t 
 Not having access to technology can be a disadvantage 


as it limits access to information, online learning, 
online banking, communication etc. 


 The digital divide can be due to people not having 
enough money to buy devices or due to living in places 
without internet access, or not having the skills to 
use the technologies available. 


 Technology has also impacted how businesses run as 
many now use online shops and services 


Environmental 
 Computing devices contain raw materials 
 Devices use lots of energy when turned on 
 Ewaste is when we throw away devices because they are 


broken or because we want to upgrade 
 Ewaste can lead to pollution  
 The Waste Electric and Electronic Equipment (WEEE) 


directive has rules for how devices should be 
disposed  so that they’re recycled/disposed of safely 


 Devices can also have a positive impact on the 
environment – eg video calls rather than travelling a 
long distance causing pollution. 
 


Stakeholders: 
The people or groups affected 


by a particular situation 







2.1 ALGORITHMS 


 


 


 


 


 


 


 


 


 


 


 


 


 


COMPUTATIONAL THINKING 
 


PSEUDOCODE 
START 


IF the Decision = TRUE THEN: 


Perform Action 1 


ELSE 


Perform Action 2 


ENDIF 


END  


 


 Universal language, planning 
phase before actual coding in 
for e.g. python 


 Work out where you need 
inputs, outputs, decisions, 
loops and variables. 


•Focussing on just the important 
details of a problemAbstraction


•Breaking a problem down into smaller 
parts so that it is easier to solveDecomposition


•creating a step by step solution to a 
problem


Algorithmic 
thinking


FLOWCHART 
 


SEARCHING ALGORITHMS 
 


To find an item in a list, computers need to use a 
searching algorithm. A linear search and binary search 
are both examples of sorting algorithms. 
 
Linear Search: Checks each item in the list one by one 
until it finds what it is looking for 
+ Simple, list doesn’t need to be ordered 
- Not efficient, takes time with lots of data 
 
Binary Search: Finds the middle item in an ordered 
list by doing (n+1)/2. IF the middle item is what it 
is searching for it stops. If not, it compares the 
item you are searching for to the middle item so that 
it knows whether to look in the first half or second 
half of the list. Then it repeats these steps until 
the item is found 
+ More efficient than a linear search 
- Only works on an ordered list, complex to program 


SORTING ALGORITHMS 
 


Sorting algorithms sort items into an ordered list. 
 
Bubble Sort: Checks the first two items in a list, swaps them if 
they are in the wrong order and then moves onto the next two 
items and repeats the process. Once it has passed through the 
list once it goes through again until none of the items need 
swapping. + Simple. – Takes a long time 
 
Merge Sort: Finds the middle item (n+1)/2 and splits the list in 
half. Repeats this step until the list is split into individual 
items (sub-lists). It them merges (joins) the sublists in pairs. 
Each time the sublists are paired they are sorted into the 
correct order. + Efficient – Slow 
 
Insertion Sort: Looks at the second item in a list and compares 
it to the items that are in front of it, then inserts it into 
the right place. It then moves to the next item in the list and 
repeats these steps. + Quick for sorting small lists – slow with 
long lists 
 







2.2 PROGRAMMING TECHNIQUES 


 


 


 


 


 


 


 


 


 


 


 


 


 


DATA TYPES 
 


Data 


Type 


Definition 


String Text eg: “Hello” 


Integer Whole number eg: 32 


Float/Real Decimal number eg: 1.2 


Boolean Two values eg: true or 


false 


Character A single character eg: b 


 


Casting is when you want to change 
between data types. Eg – if you want to 
use an integer in a sentence you would 
need to convert it to a string. 


OPERATORS 
 


Operator/Function Definition 


Exponentiation Raises a number to a power eg: 2**3 OR 2 ^3 (=23) 


Quotient/DIV Gives the whole number after a division 


Remainder/MOD Gives the remainder part of a division 


== Is equal to 
! or <> Is not equal to 
< Is less than 


> Is more than 


>= Is more than or equal to 


<= Is less than or equal to 


 


ARRAYS 
 
One-Dimensional Arrays- this is like a list. 
In this example an array has been created called 
students. The list can hold 3 items (as shown). 
 
This command would print the second item (1) 
From the array. It would print “Dave”. 
 
    
 


Two-Dimensional Arrays – these are lists within lists (like a table) 
 
 
 
 
The code above creates the 2D array. The code 
Below would output: 
“Bob’s first test score was 22%” 


array students [3] 
students [0] = “Bob” 
students [1] = “Dave” 
students [2] = “Bob” 
 


print(students[1]) 
 


 
0 1 2 


0 Bob 22% 44% 


1 Dave 85% 100% 


 


Grades=[[“Bob”, “22%”, “44%”], [“Dave”, 
“85%”, “100%”]] 
 


print(“Bob’s first test score was “ + Grades [0, 1] 
 


VARIABLES AND CONSTANTS 
 


 


Variable – A value which may change 
while the program is running. Variables 
can be local or global. 
 
Local Variable – a variable which can 
only be used within the structure they 
are declared in. 
 
Global Variable – a variable which can 
be used in any part of the code after 
they are declared  
 
Constant – A value which cannot be 
altered as the program is running. 
 
 







2.2 PROGRAMMING TECHNIQUES CONTINUED 


 


 


 


 


 


 


 


 


 


 


 


 


 


STRING MANIPULATION 
 


0   1   2   3        The characters in a string are numbered starting 
W   o   r   d       with position 0. 
 
 


Function Purpose 


x.length Gives the length of the string 


x.upper Changes the characters in the string to upper case 


x.lower Changes the characters in the string to lower case 


x[i] Gives the character in position i. Eg: x[2] = “r” 


x.substring(a,b) Gives the characters from position a with length b. 


Eg: x.subString(1,2) = or 


+ Joins (concatenates) two strings together 
 


FILE HANDLING 
 
 


Myfile=openRead(“myfile.text”) Opens the file in read mode 


Myfile=openWrite(“myfile.text”) Opens the file in write mode 


Myfile.writeLine (“Hello”) Writes a line to the file 


Line1=myfile.readLine() Reads one line of the file 


Myfile.close() Closes the file 


endOfFile() Used to determine the end of a file 


 
    
 


PROGRAMMING CONSTRUCTS 
 
 


A Sequence is when there are 
programming steps that are 
carried out one after another. 


 
Selection is where there are 
different paths in your code 
eg: IF, ELIF, ELSE 


 
Iteration is when there is 
repetition (loops) in code. 
This could be a WHILE loop (do 
something WHILE a condition is 
met) or a FOR loop (do 
something for a set number of 
times) 


 
This count-controlled loop would print 
“Hello World” 8 times.: 
for i=0 to 7 


print (“Hello”) 
next i 
 
These condition controlled loops would 
check if a password’s correct: 
 
while answer != ”letmein123” 
 answer=input(“Enter password”) 
endwhile 
 
 
do 
 answer=input(“Enter password”) 
until answer==”letmein123” 
 
 


IF/ELSE AND SWITCH/CASE FOR SELECTION 
 
 


IF ELSE SWITCH/CASE 
If choice == “a” then 
   print(“You chose A”) 
elseif choice==”b” then 
   print(“You chose B”) 
else 
   print(“Unrecognised choice”) 


Switch entry: 
   case “A”: 
      print(“You chose A”) 
   case “B”: 
      print(“You chose B”) 
   default: 
      print(“Unrecognised choice”) 


 
    







2.2 PROGRAMMING TECHNIQUES CONTINUED 


 


 


 


 


 


 


 


 


 


 


 


 


 


SUB PROGRAMS 
 


Procedures are a set of instructions stored under a name so that you 
can call the procedure to run the whole set of instructions. 
A function is like a procedure but always returns a value. 
Parameters are variables used to pass values into a function or 
procedure. 
 


A procedure with parameters A procedure without parameters 


procedure intro (name) 


    print(“Hello “ +name) 


    print(“Welcome to the game”) 


endprocedure 


procedure intro () 


    print(“Hello”) 


    print(“Welcome to the game”) 


endprocedure 


 


Functions must take at least one parameter and must return a value: 
 


function double(number) 
    print number*3 
endfunction 
 


RECORDS 
 
 


Records are a data structure used to store 
a collection of data. They can store 
information of different data types. 
Field = each item in a record is a field. 
Each field has a name and data type. 
 
A record can be created like this: 
 
 
 
 
 
 
 
 


Data can be assigned using variables: 
 
 
 
 
 
The whole record can be accessed using the 
variable name: 
 
 
 
(1, “Bob Jones”, True) 
 
or part of a record can be accessed: 
 
 
 
Sally Roberts 
 
 


SQL (Structured Query Language) 
 
 


SQL is the language used to manage and search databases. 
 


Commands Example What it does 


SELECT 


FROM 


SELECT name, age 


FROM students 


Displays the name and age of 


everyone in the students table 


WHERE SELECT name FROM students 


WHERE gender=male 


Displays the name of everyone in the 


students table who’s gender is male 


LIKE SELECT name FROM students 


WHERE name LIKE “% Smith” 


Displays the students’ names that 


end with Smith. 


AND SELECT name FROM students 


WHERE gender=male AND 


attendance > 90 


Displays the students who are male 


and have an attendance of more than 


90. 


* SELECT * from students Selects all of the fields from the 


students table 


 


record students 
   int student_number 
   string student_name 
   bool passed_test 
endrecord 
 


Student1=students(1,”Bob Jones”, True) 
Student2=students(2,”Steve Smith”, False) 
Student3=students(3,”Sally Roberts”, True) 
 


print(Student3.student_name) 
 


print(Student1) 
 







2.3 PRODUCING ROBUST PROGRAMS 


 


 


 


 


 


 


 


 


 


 


DEFENSIVE DESIGN 
 
 


Programmers try to protect their programs by testing them to 
reduce the number of errors, predicting how users might misuse 
their program and trying to prevent it and making sure their 
code is well maintained. 
 
Input Sanitisation – removes any unwanted characters that have 
been entered into a program 
 
Input Validation – Checks if the data meets certain criteria 
before passing it through the program. The following validation 
checks can be used: 
 
Presence 
check 


Checks that data has been entered 


Length check Checks the data is the correct length 
Range check Checks the data is within a set range 
Format check Checks it’s in the correct format 


(Eg:dd/mm/yy) 
Check digit Checks numerical data is entered correctly 
Look-up table Checks against a table of accepted values 
 
Authentication – Where a program confirms the identity of a 
user before giving them access to the full program. This could 
be done through usernames and passwords.  
 
Maintainability – Code that has been well maintained is easy to 
edit without causing errors. A well maintained code will have 
comments to help other programmers understand the code, as well 
as appropriate names for variables and sub programs, and 
indentation so that it is easy for programmers to see the flow 
of the program. Global variables should only be used where 
necessary so that they don’t impact on the rest of your code.  


TESTING 
 
 


A program should be tested to check for any errors. 
 
Final Testing – The program goes is tested once at 
the end of development. Everything is tested in one 
go. 
 
Iterative testing - a program is tested and then 
changes are made as it goes through the development 
cycle again. It may go through this process a few 
times to make sure it is exactly what the customer 
wants. 
 
Test data can fit into 3 different categories: 
 
Normal Data which is likely to be entered 


into the program and should be 


accepted 


Extreme/ 


boundary 


Data on the limit of what should be 


accepted 


Erroneous Data that should not be accepted 


 


TYPES OF ERROR 
 
 


A program should be tested to check for any errors. 
 
Syntax Error – something which doesn’t fit the rules 
or grammar of the programming language. 
 
Logic Error – the program runs but not as expected. 
Eg: < user instead of >. 







2.4 COMPUTATIONAL LOGIC 


 


 


 


 


 


 


 


 


 


 


NOT GATE 
 
 


A NOT gate takes an input and 
outputs the opposite. 
 
 
 
 
 
 
 
 
 


Input Output 


0 1 


1 0 


 


AND GATE 
 
 


For an AND gate to give an output of 
1, both inputs must be 1. 
 
 
 
 
 
 
 


Input A  Input B Output 


0 0 0 


1 0 0 


0 1 0 


1 1 1 


 


OR GATE 
 
 


For an OR gate to give an output of 1, 
either inputs must be 1. 
 
 
 
 
 
 
 
 


Input A  Input B Output 
0 0 0 
1 0 1 
0 1 1 


1 1 1 


 


COMBINED GATES 
 
 


Logic gates can be combined: 
 
 
 
 
 
 
 


A B C P 


0 1 0 1 


1 0 0 1 


1 1 1 0 


0 0 0 1 


 


A 


C P 


LOGIC EXPRESSIONS 
 
 


The table below shows the 
logic gate expressions and 
notations that you need to 
know: 
 
 


 
 
 


WHY COMPUTERS USE BINARY 
 
 


Computers use 1s and 0s to represent the 
flow of electricity in their circuits.  
 
0 = off 
1 = on 
 
Bit = a single bit (0 or 1) 
Nibble = 4 bits 
Byte = 8 bits 
Kilobyte = 1000 bytes 
Megabyte = 1000 kilobytes 
Gigabyte = 1000 megabytes 
Terabyte = 1000 gigabyte 
Petabyte = 1000 terabytes 
 
 
 







2.5 TRANSLATORS AND FACILITATORS OF LANGUAGE 


 


 


 


 


 


 


 


 


HIGH LEVEL LANGUAGES 
 
 


 Eg: Python, Java etc 
 Each instruction in a high level code represents 


many machine code instructions. 
 The code will work on many different computers and 


processors 
 Data can be stored in different structures like 


lists and arrays 
 The code is easy to read and understand 
 The code has to be converted into machine code for 


the computer to understand it 
 Programs will be less memory efficient as there is 


no control over what the CPU does 
 
 
 
 


LOW LEVEL LANGUAGES 
 
 


 Eg: Machine code (binary) and assembly language 
 Each instruction only represents one instruction 


of machine code 
 Low level languages are written for one particular 


machine or processor 
 To store data the programmer needs to understand 


how the CPU manages memory 
 Low level code is difficult to read and understand 
 Machine code can be executed without translators 
 Programs are more memory efficient as you control 


what the CPU does 
 
 
 
 TRANSLATORS 


 
 


High level languages have to be translated to machine 
code for the computer to understand them. 
 
Assemblers – turn assembly language into machine code  
 
Compilers – Translate all of the code in on go to create 
an executable file. A compiler can take a long time but 
the final code runs quickly and gives a list of errors 
for the entire program. 
 
Interpreters – Translates the code one instructions at a 
time. This means the program will run more slowly. No 
executable file is created so the code will need to be 
translated every time it runs. The interpreter will stop 
after each error which is helpful when debugging  
 
 
 
 


IDE’S (INTEGRATED DESIGN ENVIRONMENTS) 
 
 


IDE’s help programmers develop their code. They have a 
range of features to do this: 
 
Editors – the area which the code is written in. 
Includes line numbers and colour coding for different 
features of the code (variables, comments etc) 
 
Run Time Environment – Lets the programmer run the code 
quickly to test it for errors 
 
Error Diagnostics – includes diagnostic tools to help 
find and solve errors 
 
A Translator – to translate the code into machine code 
 
Breakpoints – Stop the program on certain lines so that 
information up to that point can be gathered. 
 
 
 
 







2.6 DATA REPRESENTATION 


 


  


DENARY 
 
 


Denary is the decimal number system that we are used to. It 
uses the numbers 0-9 and the column headings go up in powers 
of 10. 
 


100 (Hundreds) 10 (Tens) 1 (Units) 


2 3 8 


2 lots of 100 3 lots of 10 8 lots of 1 


 
 
 
 


BINARY ADDITION 
 
 


  1 0 0 1 0 1 0 1  
 + 1 1 0 1 1 0 1 1  
   1 1 1 1 1 0 0 0 0 
   1      1 1  1 1 1 
 
 
 


BINARY 
 


Binary uses the numbers 0 and 2. The column headings go up 
in power of 2: 
 


128 64 32 16 8 4 2 1 


0 1 0 0 0 1 1 1 
 


64 + 4 + 2 + 1 = 71 
 


 
 
 HEXADECIMAL 
 
 


Hexadecimal uses 0- F (A=10, B=11, C=12, D=13, E=14, F=15). 
The headings go up in powers of 16. 
 


16 1  


3 D 
 3 lots of 16 D (13) lots of 1 


 


To convert a binary number to Hexadecimal, split into 2: 
 


8 4 2 1  8 4 2 1 


0 0 1 1  1 1 0 1 


 


        = 3      = D     


3* 16 = 48 


D (13) * 1 = 13 


48+13=61 


This binary addition 


gives an overflow error 


as the total does not fit 


in 8 bits (a byte). 


CHARACTERS 
 


Character sets = the characters that are recognised or 
represented by a computer system 
 
ASCII = Each character is represented by a 7 bit 
number with a 0 in front to make it up to a byte.  
 
Extended ASCII = Each character is represented by an 8 
bit binary number. This gives 256 different 
possibilities.  
 
Unicode = Each letter is represented by a 16-bit or 
32-bit binary number. This gives at least twice as 
many character options as ASCII and allows the 
character set to represent characters and symbols from 
all languages.  


BINARY SHIFT 
 


A binary shift to the left multiplies the number by 
2. A binary shift to the right divides it by 2. 
Below is an 8 bit binary number which has been 
shifted 2 places to the right.  
Original number 1 1 0 0 1 1 0 1 
Shifted number 0 0 1 1 0 0 1 1 


 
 
 







2.6 DATA REPRESENTATION CONTINUED 


 


 


 


 


 


 


 


 


 


 


 


 


 


IMAGES 
 
 


Images are made up of pixels 
The colour of each pixel is represented by a binary number 
If an image uses 1 bit to represent each colour then it will 
only have 2 colours: 
 
 


0 0 1 0 0 


0 0 0 1 0 


1 1 1 1 1 


0 0 0 1 0 


0 0 1 0 0 


 
 
Using more bits allows for more colour options: 
 


10 11 00 11 10 


11 11 00 11 11 


00 00 01 00 00 


11 11 00 11 11 


10 11 00 11 10 
 


 
Colour depth = the number of bits used for each pixel 
 
Resolution = how many pixels are in a certain space – this is 
measured in “dots per inch”. If there are more dots per inch then 
there are more pixels in the image so it will have a higher 
resolution and a better picture quality.  
 
The higher the resolution or the colour depth, the more bits used, 
so the bigger the file size. 
 
Metadata = the information about the image file that is stored 
within it. This makes sure the file is displayed correctly. It can 
include: the height, width, colour depth, resolution and file 
format as well as the time and date that the image was created. 
 


SOUND 
 
 


When sound is recorded it is an analogue signal 
(waves). It has to be converted to a digital signal 
so that it can be stored by a computer. This is done 
by sampling 
 


Sampling: The amplitude of the wave is measured at 
regular intervals which creates a digital 
representation of the wave. If samples are taken more 
frequently then you will end up with a more accurate 
sound file but it will be a larger file size. 
 


 


This is a 1-bit image 


so it uses 2 colours.  


0=white and 1=black 


This is a 2-bit 


images so it uses 


4 colours. 


00=white, 


01=blue, 10=red, 


11=black 


COMPRESSION 
 
 


Compression is used to make file sizes smaller. 
Smaller file sizes means that data will be faster to 
send, quicker to download (so webpages will load 
faster) and it will take up less storage space. 
 


Lossy Compression: permanently removes some of the 
data from a file to make the file size smaller. The 
file – eg: an image or sound track – will be a lower 
quality than the original. 
 


Lossless Compression: data is temporarily removed 
from the file and then put back together when it is 
opened. This is good for program files or documents 
where you do not want to lose any content but the 
files can only be made a little bit smaller. 
 


The analogue wave is smoother 


and shows continuous data. The 


digital sampling shows the 


amplitude of the wave at 


different points. 
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All students must be given the opportunity to undertake a programming task(s), either to a specification or 
to solve a problem (or problems), during their course of study. Students may draw on some of the content 
in both components when engaged in Practical Programming. 
Please see Sections 2d and 4d for further information.
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DQ: Be able to describe the purpose of the CPU. Be able to state the function of the CPU (fetch and execute instructions stored in memory) and understand the fetch



decode execute cycle. Be able to describe the common CPU components and their function: ALU (Arithmetic Logic Unit), CU (Control Unit), Cache, Registers. Be able to explain computer systems and explain I/O devices, the system buses (control, address, data) bus, explain the types of peripherals. Explain MDR and MAR.



[image: ]

The Von Neumann Architecture – developed by Jon Von Neumann in 1945 The von Neumann architecture is a design model for a stored-program digital computer that uses a processing unit and a single separate storage structure to hold both instructions and data. A stored-program digital computer is one that keeps its programmed instructions, as well as its data, in read-write, random access memory (RAM)





The fetch-decode-execute cycle is followed by a processor to process an instruction.



The cycle consists of several stages.



1. The memory address held in the program counter is copied into the MAR.

2. The address in the program counter is then incremented (increased) by one. The program counter now holds the address of the next instruction to be fetched.

3. The processor sends a signal along

the address bus to the memory address held in the MAR.

4. The instruction/data held in that memory address is sent along the data bus to the MDR.

5. The instruction/data held in the MDR is copied into the CIR.

6. The instruction/data held in the CIR is decoded and then executed. Results of processing are stored in the ACC.

7. The cycle then returns to step one.
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		Topic

		

		

		Tasks

		



		

		

		

		

		

		

		

		

		



		1.

		Intro to computer

		Introduction to systems



		

		

		systems.

		architecture. What is a



		

		

		

		

		basic computer system? It



		

		

		

		

		consists of Input, CPU



		

		

		

		

		(Processing), Output and



		

		

		

		

		Storage. Label and identify



		

		

		

		

		the basic computer system, identifying components.



		

		

		

		

		



		2.

		CPU

		The purpose of the CPU – termed the ‘brains of the computer’. What is the



		

		

		

		

		CPU and what are the characteristics?



		

		

		

		

		



		3.

		Architecture

		What is the Von Neumann architecture – it is a stored program concept



		

		

		

		

		and its design is still based on how general computes are run today.



		

		

		

		

		Research the architecture and its components and complete your poster



		

		

		

		

		with the components on the Motherboard.



		

		

		

		

		



		4.

		Components of

		Identify the components ALU, CU and how the program instructions and



		

		

		the processor

		data move between the main memory and processor using ‘Buses’.



		

		

		

		

		Include the buses on your Motherboard poster (above).



		

		

		

		

		



		5.

		FDE

		When a program is to be run, it has to be loaded into memory first. This is



		

		

		

		

		called the Fetch – Decode – Execute cycle. Create the FDE in your books



		

		

		

		

		and identify all the stages in the cycle and explain what each one does.



		

		

		

		

		



		6.

		CPU Performance

		Factors affecting CPU performance include clock speed, type and size of



		

		

		

		

		memory and computer cache. Explain how clock speed and cache can



		

		

		

		

		affect the performance of a computer.



		

		

		

		

		



		7.

		Embedded

		Devices in our homes use CPUs to control functions. These are embedded



		systems

		systems and they have a dedicated function. Find examples of embedded



		

		

		

		

		systems and explain their function and why it’s embedded. Such as a:



		

		

		

		

		dishwasher, GPS, digital watch.



		

		



		9.Overview/recap/mis

		Create a revision poster for the topics.



		conceptions

		Complete the Seneca Learning topic on Systems architecture.



		

		

		

		

		



		10.

		Revision/test

		End of unit test
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What you need to know: (J277)



· The purpose of the CPU (fetch, decode, execute cycle)

· Common CPU components and their functions (ALU, CU, Cache, Registers)

· Von Neumann architecture (MAR, MDR, PC (Program counter), ACC (Accumulator)



· CPU Performance – clock speed, cache size, number of cores

· Embedded system – the purpose and characteristics of embedded systems

· Examples of embedded systems



 (
KEY VOCABULARY
CPU
Central Processing Unit
. - The “brain” of the computer
CU
Control Unit. - 
Part of the CPU that manages the functions of all other parts of the CPU
Decoder
Part of the CU which decodes the binary instructions fetched from memory
RAM
Random Access Memory - 
The main volatile memory into which programs are loaded from the hard drive
MAR
Memory Address Register - 
Small fast memory used to store the RAM address of the
next instruction
MDR
Memory Data Register 
- Small, fast memory used to store the information collected from the RAM before processing
PC
Program Counter - 
Keeps track of the current instruction number of the program
Accumulator
Small, fast memory, used to keep track of the data currently being processed
ALU
Arithmetic and Logic Unit - 
Does the basic mathematics and comparisons during processing
Bus
A physical connection between two elements of a computer system that allows the transfer of data.
Cache
Incredibly fast, but very expensive volatile memory using in the CPU
Bridge (North / South)
Junctions on a motherboard where the bus connections are controlled and routed. Northbridge deals with core functions, whilst the Southbridge deals with the peripherals, input and output devices and Secondary Storage.
von Neumann Architecture
The method used by all modern computers to allow the programming of a machine to be changed depending on the required function.
Fetch / Decode / Execute Cycle
Basis of the von Neumann architecture – the repeated process where instructions are fetched from RAM, decoded into tasks and data, then carried out.
Clock Speed
The number of FDE cycles that a CPU can carry out per second. Measured in Ghz (1 Ghz = 10
9 
cycles per second or 1,000,000,000hz)
Cores
Some processors have multiple CPUs which can work in parallel, sequentially or can multitask. Dual and Quad cores are common in modern PCs
)1.1 Systems Architecture a





An example of a typical PC’s innards.

[image: ]





1.1Systems Architecture b







 (
The FETCH – DECODE – EXECUTE cycle
) (
OUTPUT
INPUT
RAM
CLOCK
ACC
MAR
ALU
MDR
PC
CPU BUS
Cache
Control Unit (CU) DECODER
) (
BASIC DIAGRAM OF
 
CPU
)FETCH

· The instructions are fetched from the memory





















 (
REGISTERS
)EXECUTE

·  (
ADDRESS BUS
) (
CONTOL BUS
) (
DATA BUS
)Once decoded, the CU tells each part of the CPU what to do with the data and the instructions are carried out


DECODE

· The CU’s Decode works out what the instruction is saying to do, by separating the Opcode from the Operand







 (
Multi Core Processing
Some processors have multiple CPU cores on one chip. They all have their own Level 1 cache, but share Level 2 cache,
 
allowing them to collaborate quickly on large
 
tasks.
)	 (
KEY VOCABULARY
Machine Code
A program, stored in binary, that the CPU undertakes the FDE cycle on. All programs must be in machine code to work
Instruction
A single line of machine code, containing the command and data location on which it is to be executed. Stored in binary
Opcode
The first part of the instruction, is the command
Operand
The second part of the instruction is the data on which to carry out the command. This may be actual data stored in binary form, or a memory location reference of where to find the data
)



 (
Program
Counter
)1.1.2  Systems Architecture – CPU and Fetch/Decode/Execute Cycle































 CLOCK




















ALU


MAR



























 (
Control Unit
DECODER
) (
Cache
)MDR




ADDRESS BUS







































 (
INPUT / OUTPUT DEVICES
) (
CPU BUS
) (
ADDRESS
DATA
0
LOAD loc 4
1
ADD loc 5
2
STO loc 6
3
END
4
23
5
12
6
7
…
)DATA BUS





 (
Accumulator
)CONTROL BUS



[image: ]

























































 (
An embedded system is a combination of software and hardware that per
forms a specific task rather tha
n a general-purpose computer that is designed to carry out multiple tasks. 
Embedd
ed systems 
are included as a part of a
 complete device often with
 hardware and mechanical parts.  As the systems carry out specific tasks
, 
they can be designed to be small and have a low cost.  Mass-production of embedded systems can save large amounts of money.
The software written for an embedded system is known as firmware.  The instructions are stored in read-only memory or in Flash memory.  The software runs with limited computer hardware resources, little 
memory and no peripherals.
Most embedded systems are reactive - 
they react to conditions such as temperature, weight, vibration and air quality.  These systems detect external conditions and react to them by recording data, turning motors on or off, sounding an alarm or sending a message to another processor.
Reactive embedded systems often control real time events so must be completely reliable.  For ex
ample, drivers rely of the anti-
lock braking system of their car working correctly to avoid accidents on the road.
When an embedded system performs operations at high speed
,
 and 
if it 
is very reliable
,
 it can be used for real -time applications. If the size of the embedded system is very small and power consumption very low, then the system can be easily adapted for different situations.
)1.1.3 Systems Architecture – Embedded Systems

 (
INTERESTING FACT
98% of the microprocessors manufactured go into embedded systems. 
) (
Some examples of embedded systems:
Electronics
Mobile phones, games consoles, printers, televisions, digital cameras
In the home
Washing machines, microwave ovens, refrigerators, dishwashers, air conditioners
Medical equipment 
CT Scanners, Electrocardiogram (ECG), MRI Scanners, blood pressure monitors, heartbeat monitors
Cars
Electronic fuel injection systems, anti-lock braking systems, air-conditioner controls.
)[image: ]



 (
PRIMARY STORAGE - MEMORY
RAM 
is 
volatile 
memory, which stores data in a single transistor and capacitor. This means it needs a constantly recycled charge to hold its data. If the power is turned off, it cannot refresh the data and it is lost. This is known as 
DYNAMIC 
memory. The computer uses RAM to store the current program or data being used.
ROM
 
is
 
non-volatile.
 
The
 
data
 
is
 
hardcoded
 
onto
 
the
 
chip
 
by
 
the
 
manufacturer,
 
and
 
cannot be overwritten by the user. Because it holds its information even when the power is turned off, this makes ROM ideal for storing the instructions needed to get the computer started up 
– 
the 
BOOT PROCESS, and
 
POST.
Flash Memory 
is a new(
ish) type of ROM chip which holds its data when there is no power making it 
non-volatile 
but that can
 
be rewritten easily by the user. By using a relatively large electric current, electrons can be 
forced 
through a barrier and into the 
storage layer. 
The pattern of electrons can be read as data without affecting the
 
data.
) (
PRIMARY MEMORY
TYPE
VOLATILE?
DYNAMIC?
RELATIVE SPEED
Cache
YES
YES
Very Fast
RAM
YES
YES
Fast
ROM
NO
NO
Slow
Flash
NO
YES
Slow
Virtual
YES
YES
Very Slow
)1.2 – Memory & Storage



		KEY VOCABULARY



		

Volatile

		Memory which requires constant electrical charge. If the power is turned off, then the data is lost



		Non-volatile

		Memory which can retain its data when the power is turned off



		RAM

		Random Access Memory



		ROM

		Read-Only Memory



		Cache

		Very fast memory, on, or very close to the CPU



		

Virtual Memory

		A section of the HDD which can be used as RAM for very memory intensive processes



		Flash Memory

		A type of dynamic (changeable) ROM



		

Boot Process

		The instructions needed to start the computer and to initialize the operating system.



		

POST

		Power On Startup Test

A series of checks done on the hardware of the computer to ensure the machine can run.














































 (
VIRTUAL MEMORY
To increase
 
the
 
speed
 
and efficiency
 
of
 
RAM, most
 
machines
 
allocate
 
a
 
small
 
portion
 
of the Hard Disk to 
VIRTUAL MEMORY. 
The contents of the RAM are moved between the slower Virtual Memory and RAM as and when they are
 
needed.
Using / Increasing Virtual Memory does not improve the speed of the computer, but rather using Virtual Memory increases the threshold at which a computer locks, by increasing
 
the
 
usable
 
memory,
 
and
 
preventing
 
deadlock
 
due
 
to
 
filling
 
the
 
available
 
primary memory.
)







































Transfer Speed Increases / Capacity decreases





1.2 – Storage


All basic computing functions are done using Primary Storage – but this is either volatile RAM

or static ROM. To allow storage of a user’s information once the power is turned off, non-

volatile, secondary storage is required.







 (
KEY VOCABULARY
Secondary Storage
Primary storage is RAM. Secondary storage refers to long term, non-volatile data storage.
Non-volatile
Memory which can retain its data when
the power is turned off
Magnetic
Data is stored by altering the magnetic charge (+ or -) to represent binary information
Optical
A reflective layer or dye is marked to either reflect or not reflect a laser beam. The computer reads the reflections as binary data
Solid State
Also known as 
Flash Memory, 
the data is stored by forcing (or flashing) electrons through a barrier into a storage layer.
Here it is read as binary information
)	 (
SECONDARY STORAGE
TYPE
CAPACITY
COST
SPEED
Pros
Cons
Magnetic
Very High
Low
Fast
Cheap and readily available. Can have very high storage capacity and is reliable
Slow read and write speeds. Moving parts make it susceptible to damage if moved. Data can be wiped if placed near a magnet
Optical
Low
Very Low
Slow
Cheap. Can be either Read or Read/Write.
Requires an optical drive to be read. Data corruption occurs 
over 
time (10+ 
yrs)
Flash / Solid State
Low
High
Very Fast
Much faster than magnetic drives. 
No 
moving parts, so hard to damage by movement. Silent.
Expensive and relatively low capacity. Has limited usable life
– about 100,000 rewrites.
)

 (
EXAMPLE FILE SIZES
1 page text
100kb
1 photo
6mb
3 min MP3
6mb
3 min audio track (CD)
50mb
DVD film
4gb
HD film
8-15gb
Blu-Ray film
20-25gb
4k film
100gb +
) (
SECONDARY STORAGE SPECS
TYPE
CAPACITY
SPEED
Magnetic HDD
Terabytes
50-120 MB/s
CD
700 mb
0.146 MB/s
DVD
4.7 
gb
1.32 MB/s
Blu-Ray
128 gb
72 MB/s
SD Cards
4-32 gb
50-120 MB/s
USB Drive
Up to 1 tb
45-90 MB/s
Solid State Drive (SSD)
Up to 4 tb but
very 
expensive
200-550 MB/s
) (
CONSIDERATIONS WHEN SELECTING SECONDARY STORAGE
Capacity
How much data will it need to hold?
Speed
How quickly must the data be written / read?
Portability
Does the storage device need to be transported?
If yes, then size, shape and weight are important. Will it require other devices to be used (
eg. An optical reader).
Durability
How 
robust 
is the device? Can it be moved without fear
of damage? Will it be used in a difficult environment? Does it need to be single use or rewritable?
Reliability
Does it need to be used over and over again without failing, or will it receive minimal reuse? Will it need to store the information for long periods of time?
Cost
Needs to be compared with the above and considered.
)



1.2 Data Storage – Data Representation 1 & 2


REMEMBER MAXIMUM VALUES!

Max value which can be represented with 8 bits (1 byte) = 255

Total number of available values = 256 (255 + 0)

 (
KEY VOCABULARY
Denary
Base 10 number system. Uses digits 0,1,2,3,4,5,6,7,8,9
Binary
Base 2 number system. Uses digits 0 and 1
only.
Hexadecimal (Hex)
Base 16 number system. Uses characters 0-9 and 
A,B,C,D,E and F
BIT
Contraction of BINARY DIGIT – a single value of 0 or 1
Binary Code
Representation of values using multiple bits
Character Set
A list of unique values, stored in binary,
 
which represent the letters, numbers and symbols a computer can
 
show/use.
ASCII
American Standard Code for Information Interchange.
A character set which uses 7 bits to store 128
(2
7
) characters
Extended ASCII
A character set which uses 8 bits to store 256
(2
8
) characters
UNICODE
A characters set which uses 16 bits to store 65,535 characters (2
16
)
INTEGER
A whole number (value written to 0 decimal places)
FLOAT
A decimal value
Conversion
Moving a value from one data type/representation to another, for example Binary to Hex
Exponent
Mathematical term which tells you how many
time to multiply a BASE by itself.
)



		BINARY PLACE VALUES



		BASE Exponent

		27

		26

		25

		24

		23

		22

		21

		20



		PLACE VALUE

		128

		64

		32

		16

		8

		4

		2

		1





		UNITS OF DATA IN COMPUTER SYSTEMS



		UNIT

		VALUE

		SIZE



		bit (b)

		0 or 1

		1/8 of a byte



		nibble

		4 bits

		½ a byte (a nibble… get it?!)



		byte (B)

		8 bits

		1 byte



		kilobyte (kB)

		10001 bytes

		1,000 bytes



		megabyte (mB)

		10002 bytes

		1,000,000 bytes



		gigabyte (gB)

		10003 bytes

		1,000,000,000 bytes



		terabyte (tB)

		10004 bytes

		1,000,000,000,000 bytes



		petabyte (pB)

		10005 bytes

		1,000,000,000,000,000 bytes













		HEXADECIMAL



		DENARY

		HEX



		0-9

		0-9



		10

		A



		11

		B



		12

		C



		13

		D



		14

		E



		15

		F





 (
OR:
5
F  
= (
5
x16) +
 
F
5F 
= 80 +
 
15
5F 
=
 
95
There are
 
two
methods 
for 
converting a HEX value
 
to
Denary
CONVERTING DENARY TO BINARY TO HEX
)

 (
KEY VOCABULARY
Overflow Error
Where the denary value cannot be represented with
the given number of bits.
Binary Shift
The method for multiplying and dividing numbers in binary. Is not necessarily mathematically correct
Most
Significant Bit
The left-most bit in a binary number – it has the highest
value
Least Significant Bit
The right-most bit in a binary number – it has the lowest possible value = 0 or 1
Check Digits
Bits used to ensure that the value sent digitally is not corrupted on transfer
Lossy Compression
Data is removed from the file to make it smaller. This data is lost and cannot be regained. Suitable where the loss of data is likely not to be noticed. 
Eg images
Lossless Compression
No data is lost, but rather rearranged to ensure a perfect version of the data can be returned. Used where exact reproduction is vital. Eg text documents
JPEG / JPG
Joint Photographic Experts Group
Compression for images – lossy
GIF
Graphics Interchange Format
Lossless bitmapped image format for limited colours.
PDF
Printable Document Format
Open standard for reproducing text and graphic documents without editing permissions – lossless
MPEG
Moving Pictures Expert Group
Audio-Visual encoding for video Lossy
MP3
Moving Pictures Expert Group Audio Layer 3
Digital music files. Lossy compression, but very good and generally only removes sounds that are beyond human hearing range
)  



		BINARY SHIFT



		Multiplication

		Binary shift to the LEFT



		Division

		Binary shift to the RIGHT



		By moving the bits to either the left of the right, we can double (x2) or halve (%2) the value with each movement.

8	4	2	1

1	0	1	1	=11

A 1 place RIGHT SHIFT (divide by 2)



8	4	2	1

0	1	0	1	1	=5

The bits which are moved outside of the available value places are LOST. They cannot be returned by reversing the shift. The same is true at the highest place value

8	4	2	1

1	0	1	1	=11

A single LEFT SHIFT (multiply by 2) would result in an overflow error (when represented with 4 bits.)

8	4	2	1	=10

1	0	1	1	0







		BINARY ADDITION



		

[image: ]



		When adding 2 large binary numbers, if there is not enough bits to take the carried bit then this results in an OVERFLOW ERROR

1  1  0  0  1  1  0  1

 +  0  1  0  1  1  1  1  0

1  0  0  1  0  1  0  1  1

This value is not counted, it is

overflow.



In 8 bits, this sum reads : 203 + 94 = 43!















 (
Sound Quality
As the sample rate increases, the quality of the sound goes up – the sound is closer to the analogue original, but the file size also increases. Reduce the sample rate, you reduce quality but also file size.
SOUND SAMPLING
)1.2 Data Storage – Data Rep.3 Images & Sound (
File Size
)

 (
KEY VOCABULARY
Pixel
Smallest element of an image – the dots that make up an image on a screen
Bitmap
An image where every pixel is ‘mapped’ in binary to show 
it’s colour, transparency (Alpha) and brightness (Gamma) Increasing size will lower the quality
Vector
An image where the lines are stored as mathematical shapes, so the size can be increased without impacting quality
RGB
Red Green Blue – the order of colour data in a pixel
Colour Depth
(bit depth)
The number of bits used to represent
each pixel. Shown in bits per pixel (bpp)
Resolution
The number of pixels used per unit eg pixels per inch (ppi)
Metadata
Data about the data – in relation to images, it is the data that allows the computer to recreate the image from it’s binary form.
Analogue
Continuous changing values – no “smallest interval”
Bit Depth
The number of bits used to store the sound
Bit Rate
The number of bits used to store 1 second of sound
Sample Rate
The number of times the sound is sampled in 1 second; measured in kHz (kilohertz or 1000’s per second)
)		



















		BIT DEPTH = NUMBER OF COLOURS



		Bit depth

		Available colours



		1 bit (Monochrome)

		21  = 2



		2 bits

		22  = 4



		3 bits

		23  = 8



		8 bits

		28 = 256



		16 bits (High Color)

		216 = 65,536



		24 bits (True Color)

		224 = 16.7 million



		32 bits (Deep Color)

		232 = 4.3 billion





		ESTIMATING FILE SIZES



		IMAGES:



width X height X colour depth = size



SOUND:



No of channels X sample rate X bit depth



To get the value into mB, you divide by

1,000,000!









[image: ] (
Lossy compression
Lossy compression is a technique that compresses the file size by discarding some of the data.  The technique aims to reduce the amount of data that needs to be stored.
The following versions of the 
Air Balloon image
 show how much of the data can be discarded, and how the quality of the images deteriorate as the data that made up the original is discarded.  Typically, a substantial amount of data can be discarded before the result is noticeable to the user.  
C
ompression ratio is calculated using the 
above 
formula:
)[image: ] (
Lossless compression
Lossless compression uses an algorithm that compresses data into a form that may be decompressed 
at a later time without any loss of data, returning the file to its exact original form.  It is preferred to lossy compression when the loss of any detail, for example in a computer program or a word-processed document, could have a detrimental effect.
A simplified version of lossless compression on a word-processed document may to be to replace a common string, such as ‘the’, with a token such as the symbol @.  One character takes 1 byte of memory; therefore, the string ‘the’ would take 3 bytes.
This is an 11% reduction in the file size!
)[image: ] (
Compression is the process of making a file size smaller
.  
This may be advantageous as it allows more data to be stored on the disk and files may also be transferred more quickly
.  
There are two methods of achieving disk compression; one is software based and the other hardware based.
Software based disk compression is often included as a facility of an operating system and so it is readily available on most computer systems
.  
The disadvantage of this is that it slows down the process of reading and writing to disk.
Hardware disk compression requires specialist hardware, which can be expensive
.  
However, it does not affect the speed of access as much as 
software based disk compression.
Disk based compression is always lossless
.  
Compression types 
Compression is the process of making a file size smaller.  This may be advantageous as it allows more data to be stored on the disk and files may also be transferred more quickly.  There are two primary methods that are used to compress files stored on a computer system; these are 
lossy
 and 
lossless
.
)1.2 Data Storage – Data Rep.4 Compression







































 1.3 Networks -  Wired & Wireless

 (
KEY VOCABULARY
Stand Alone
A single machine, not connected to another
Network
A collection of machines which can communicate with one another
Transparent
The end-user has no need to know the
specifics of a network’s infrastructure
Node
A device on a network (PC or 
other device)
Link
The connections between nodes
LAN
Local Area Network (Single location)
WAN
Wide Area Network (Multiple connected locations)
VPN
Virtual Private Network
UTP
Unshielded Twisted Pair – a type of cable
Client
The user machines on a network
Server
The central ‘controller’ machine on a network, including main data storage
P2P
Peer-2-Peer. A network without a server.
WAP
Wireless Access Point
NIC
Network Interface Controller
Router
Controls the sending of data around a network
Hub
A central connection for a small network, which broadcasts all data to all clients
Switch
A smart hub for larger networks which only sends the data to the intended client
Internet
A worldwide collection of networks
WAP
Wireless Access Point
)
WHY NETWORK?

There are many reasons to create networks of computers, and increasingly few reasons not to.





Positives

· Communication between users

· Sharing of files

· Sharing of peripheral devices

· Monitoring user activity

· Access control or other security features

· Centralised administration of machines

· Multiple work stations available for users

·  (
NETWORK HARDWARE
or
All clients need an NIC to
connect to a ROUTER. This could be a wireless adapter or a network card.
The Router in this simple connection can host multiple clients, but more advanced hardware is needed for bigger networks
)Possible to distribute workload for large tasks


Negatives

· Higher cost than single machines

· Requires additional hardware

· Requires administration

· Open to attacks

· Client-Server systems are vulnerable to

server failure





















 (
NETWORK ORGANISATION
CLIENT - SERVER
PEER TO PEER
Peer
Peer
Server
Peer
Peer
Peer
Client
Client
Client
Client
Client
Peer
Peer
Peer
A single high-spec machine is
 
designated
 
the
A 
distributed 
system where each node is
 
equal.
server, which includes the main
 
file
 
storage.
Every computer can serve and request data Each client then 
requests 
data
 
from
 
the
from all others. The system is easy to set
 
up, server which 
responds 
and fulfills
 
the
 
request.
but slow and difficult to
 
administer.
)

		Client

		NIC

		Router / WAP

		Internet







1.3 Networks -   (
How DNS works
All
 
webpage
 
has
 
an
 
IP
 
Address
 
which
 
is
 
a
 
unique
 
reference
 
to
 
find
 
that
 
page.
 
But
 
87.245.200.153
 
isn’t 
as easy for users to remember as
 
google.com
When
 
the
 
user
 
types
 
google.com
 
into
 
a
 
web
 
browser’s 
address bar, the client sends a request to the DNS for the current location of google.com. The DNS returns the request, telling the browser to go to 87.245.200.153. The browser now connects to the google server, at the IP address given, and looks for
 
the index.html file to start displaying the
 
webpage.
) (
The Cloud
As our devices are all connected to the internet, they
start to become client nodes in a web connected
“cloud”
 
network.
 
It’s
 
called
 
cloud
 
because
 
your
 
data, 
services and applications are available everywhere 
without
 
wires.
 
It’s
 
just
 
‘
there
’
 
–
 
like
 
a
 
cloud.
PCs like the Google Chromebook 
utilise the cloud to provide very cheap, very fast hardware, which just connects you to the internet. All the storage, applications and communication 
is done by services hosted on 
google’s 
servers.
) (
Virtual Private Networks
VPNs are small collections of devices that act as though physically connected in a LAN, but are actually widely distributed and use 
a the internet as their network connections.
VPNs allow users to store data in a small, private area of the internet, so they can get to it at any time, using an internet connected device.
The benefits are low cost and widely available data, but users must ensure that the data is protected as, without security, their data is available to anyone connected to the internet!
)DNS, VPN, Cloud & The Internet

 (
KEY VOCABULARY
WAN
Wide Area Network
VPN
Virtual Private Network
Client
The user machines on a network
Server
The central ‘controller’ machine on a network, including main data storage
Internet
A worldwide network of networks
DNS
Domain Name Server
Hosting
Storing a file on a 
web-server for access via the internet
Cloud
A service which is stored remotely
TCP/IP
Transmission Control Protocol / Internet Protocol.
These are the standards that allows network nodes to communicate with one another on the internet
WWW
World Wide Web - Pages of content
email
Electronic mail, sent through the internet
URL
Unique Resource Location
) (
DNS Hierarchy
root
Each
 
level
 
on
 
the
 
hierarchy
 
is
 
separated
 
with
 
a
 
”.”
 
and
builds to make the URL for the data stored on the host
com
uk
org
edu
Top Level Domain
google
co
org
thekibworthschool
2
nd
 Level Domain
bbc
3
rd
 Level Domain
)





1.3  Networks – Topologies



		Topology means “how a network is laid out and the connections between computers”



		NAME

		DIAGRAM

		DESCRIPTION

		ADVANTAGES

		DISADVANTAGES



		Ring

		[image: ]

		Each node is connected to 2 others, and packets tend to travel in 1 direction.

		All data flow in 1 direction – greatly reduced

chance of collisions.



No need for network server High speed

Additional nodes can be added without affecting performance

		All data passes through every workstation

on route



If 1 node shuts down, then network collapses



Hardware is more expensive than switches

/ NICs



		Star

		

[image: ]

		Each node connects to a hub or switch. A central machine acts as server whilst the outer nodes are clients.

		Centralised management through the server Easy to add more machines to the network If 1 machine fails, the others are unaffected

		Potentially higher set up costs, especially in server and switch set ups.



Central server determines the speed of the

network and the number of possible nodes



If the server fails then the network fails



		Mesh

		



[image: ]

		Every nodes is interconnected with every other, allowing for distributed transmission.

Mesh topology can be FULL MESH (where every possible connection is made) or PARTIAL MESH (at least 2 computers are connected with multiple links)

		Multiple devices can transmit data at once, therefore can handle large amounts of data



A failure of 1 device does not affect the rest of the network



Adding devices does not impact on data transmission between existing devices

		Cost is higher due to increased hardware requirements



Building and maintaining a mesh network is costly and time consuming



The chance of redundant connections is very high, which increases the cost, and makes the network cost inefficient



		Bus

		

[image: ]

		Bus or Line topology is a network where all nodes are connected to a single cable (backbone).

		Works well with small networks



Easiest option for connecting nodes with shared peripherals



Least costly in terms of hardware and cabling

		Difficult to fault test because who network crashes when there are errors



Additional devices slow down the network









1.3  Networks – Protocols

 (
KEY VOCABULARY
Protocol
The rules and standards that are agreed 
in order to make it possible for different
devices to talk to one another
IP Address
Each node on a network is given a unique 32 bit address (4x8bits) for example 192.168.0.1 There are 4 billion possible combinations.
DHCP
Dynamic Host Configuration Protocol – this protocol allows the network server to
control the allocation of IP addresses
MAC Address
Media Access Control
Unique addresses hard-coded into the network interface controller. Gives the manufacturer, NIC type and unique identifying number. 48 bits displayed as Hex (
eg 01-23-45-67-89-ab-cd-ef)
TCP/IP
Transmission Control Protocol / Internet Protocol
A set of protocols that governs the transfer of data over a network
HTTP
Hyper Text Transfer Protocol
Standards for writing webpages to display content for
display
HTTPS
Hyper Text Transfer Protocol Secure
Client-server protocol for requesting (client) and delivering (server) resources, such as HTML, securely
FTP
File Transfer Protocol
Used to directly send files from one node to another over the internet. Commonly used for uploading
 
files to
 
webservers
POP
Post Office Protocol
Used by email clients to download email from the remote email server and save it onto the users computer. More or less redundant now, and has been replaced by IMAP
IMAP
Internet Message Access Protocol
An alternative to POP, allowing more control such as the complete control of remote mailboxes
SMTP
Simple Mail Transfer Protocol
An old standard for transmission of email. SMTP can only be used to 
push 
mail to client machines, whilst both POP and IMAP ae used by clients to 
retrieve 
mail.
) (
ENCRYPTION
Encryption is taking a message and changing
 
the letters in such a 
way 
that it is not readable. The correct recipient knows how to unscramble the message and can read the
 
text.
Modern encryption is 128bit and secure against brute force attacks
PUBLIC KEY ENCRYPTION
Public 
Key 
Encryption is a method of securely 
sending
 
data
 
over
 
the
 
internet.
 
The
 
recipient’s 
computer uses an algorithm to produce
 
2 linked 
keys: 
a public 
key 
and a private
 
key.
Alice
 
(the
 
sender)
 
requests
 
Bob’s
 
(the 
recipient) public 
key. 
This is
 
shared.
Alice
 
uses
 
Bob’s
 
public
 
key
 
to
 
encrypt
 
the message she wishes to
 
send
The encrypted document is sent over
 
the
internet 
– 
it is secure.
When Bob receives the encrypted
 
document he combines his public 
key 
with the secret private 
key. 
This allows the message to be decrypted and turned back into plain
 
text
)





1.3 Networks – Layering



		KEY VOCABULARY



		

Protocol

		The rules and standards that are agreed in order to make it possible for different devices to talk to one another



		Layering

		Rules organised into a distinct order in which they need to be applied



		

Interoperability

		The ability for different systems and software to communicate, exchange data and use the information exchanged



		Encapsulation

		Enclosing data inside another data structure to form a single component



		De-encapsulation

		Removing data from inside and encapsulated item.
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TCP/IP Protocol Layers
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LAYER 1
) (
LAYER 2
)
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LAYER 3
)
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LAYER 4
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 (
LAYER 1: Application
LAYER 
2: 
Transport
LAYER 
3: Internet
This layer deals with the physical transmitting of the data. It converts the data into binary electronic signal that can be understood by the network hardware. It uses protocols such as Ethernet or 802.11 (wireless) so the signal is hardware independent and can use any available compliant physical medium, such as UTP or 
fibre optic wire.
LAYER 4: Network
This layer is concerned with transmitting the data across different networks. It identifies the destination and establishes the path the data will take between nodes. It uses IP protocols
This layer establishes the connection across the network. The transmitting device agrees with the receiving
 
device
 
the
 
speed or
 
data
 
transfer,
 
the
 
size
 
and
 
number
 
of
 
packets and
 
any
 
error checking
 
to
 
be used. This layer uses TCP
 
protocols
This layer ensures data is produced in a form that is acceptable to the application that will use it, such as
web-browsers or email clients. This is where IMAP or HTML protocols would be used.
)Data transfer occurs by breaking the file into small packets, adding each layer to the packet in order at the sending device, then decoding in reverse order at the receiving device before rebuilding the file.
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LAYER 3
LAYER 2
LAYER 1
) (
Physical connection (wired/wireless)
) (
LAYER 4
) (
WHY LAYER?
Layering allows problems to be broken down into small chunks, and then smaller solutions created to specific parts of the problem. These small parts interact in an agreed manner, allowing the solution to be built by different teams or companies.
Layering is not unique to computing. In the car 
industry, 
a Ford engine might be used with a Jaguar gearbox in a 
Mazda 
car. 
By separating these 
‘layers’, 
but agreeing on 
the interface between the layers, each company is free to develop their layer as they see fit, without affecting the other layers. It is also possible to swap one layer 
out, and replace it with another one 
– 
such as swapping an engine for a more powerful one.
This 
interoperability 
is important as it allows data (in computing) to be passed from one layer to the next.
)

 (
Packet switching
 
is the process that modern networks use to send large data between devices. The data is split into small 
packets 
and numbered. The packets can travel by any route to the destination where the receiving machine reassembles them into the correct order.
)



 (
KEY VOCABULARY - PROTECTIONS
Penetration Testing
Employing a 
white hat hacker 
to try to break into a system to test how good the security is. Any problems in the security can then be fixed before they become vulnerable to real attack
Network forensics
Network procedures that capture, 
record and 
analyse all network events to discover the source of security attacks
Network Policies
Rules which govern how a network may be used – see over page
Anti-malware software
Software which analyses files, network traffic and incoming data to look for known malware such as viruses or worms. An infected file is quarantined, and either cleaned or securely deleted to prevent further infection. Needs updating very regularly to ensure that the newest malware is being checked for
Firewall
A firewall protects a system by checking all incoming and outgoing network traffic is legitimate
User level access
Limiting the access of a user by their requirements to carry out their
 
job. An admin will have more rights than a student, for example. Often even admins do not give themselves full rights to prevent accidents, and will instead have a 
super-user 
account that will be used only for special high level
 
jobs.
encryption
Encoding all data with a secure private, asymmetric key system, so that if data is stolen, it cannot be read or used.
)

1.4 Network Security - System Security

 (
KEY VOCABULARY - VULNERABILITIES
Hacking
Attempting to bypass a system’s security features to gain 
unauthorised access to
 
a computer
Malware
Malware is malicious software, loaded onto a computer with the intention to cause damage or to steal information. Viruses are a type of malware
Phishing
Phishing is a common way to try to steal information like passwords. Emails are sent, requesting the user logs into a website, but the site is a fake, and the 
users details are logged
Social engineering
People are the weakest point of any system. If a hacker can convince a user to give over their data, this is the easiest way into a secure system
Brute force attack
Using and algorithm to try every possible combination of characters to ‘guess’ the users password.
Data interception
Data interception, or 
Man in the Middle attacks 
are hacks that use ‘packet sniffer’ software to look at every piece of data being transmitted in the local area to find ones that meet the hacker’s criteria. Often done by creating ‘fake’ wireless networks to record users details
SQL injection
Using SQL statements to trick a database management system (DBMS) into providing large amounts of data to the hacker
Denial of Service Attack
Hackers flood a network with huge amounts of fake data and requests in an attempt to overload the system so that it crashes
) (
TYPES OF 
MALWARE
Virus
A program designed to infect a computer, then copy itself. Requires human ‘help’ to spread; usually through infected software being installed or spread through unsecure removable media such as 
usb-drives
Worm
A self-replicating program, which can run itself allowing it to spread very quickly
Trojan Horse
A program which disguises itself as legitimate software, and appears to perform one task, but is actually performing another
Ransomware
Ransomware secretly encodes a users data and files, then offers to un-encode the files if a large amount of money is paid to the hacker
Rootkit
A rootkit allows a hacker to gain full, and often repeated, control of a computer,
including the host operating system, which helps the hacker avoid detection
)





 (
Even modest desktop computers can undertake billions of cycles a second these days. Therefore, without any security features, such as limited password attempts, or asking for only selected characters from a password, a home PC could 
brute force crack 
commonly used passwords in very, very short periods of time!
) (
PEOPLE ARE ALWAYS THE WEAKEST PART OF A COMPUTER SYSTEM!
)1.3 Network Security - System Security:  Network Policy



		COMMON AREAS OF NETWORK POLICY



		

Acceptable Use

		Governs the general use of the computer system and equipment by employees. Usually limited to that which is required to carry out only the tasks that a user is employed to undertake



		



Passwords

		Rules to ensure that passwords are strong enough to prevent guessing or brute force attack - often requiring the use of upper and lower case letters, numbers and special characters. Also usually a minimum length is required. Passwords usually have to be changed on a regular basis



		Email

		Governs what may and may not be sent by email



		Web Access

		The configuration of web browsers may limit the types and categories of website that can be accessed



		Mobile Use

		What devices are and are not allowed to be used



		Remote Access

		Govern what can be accessed from outside the system, and what can

only be accessed onsite



		Wireless

		Govern how wireless access points (WAPs) are secured, who has access, and under what circumstances



		Software

		Governs who can install software, and which users are able to use that

software. May have different levels of access once inside the software



		Server

		Rules about what services are provided by the institution and who may access data stored centrally and for what purposes



		



Back Up

		Back up policy determines how frequently back ups are undertaken, and what type of back up (full, incremental, differential). It will also state where the back up media must be stored and for how long. Often a full weekly back up is required to be stored in a fire proof box in an offsite location



		Incident Response Plan

		Details what to do if something goes wrong, or if an attack is discovered.
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Operating Systems
) (
File Management
)[image: ] (
User
 
Interface
Windows Command
 
Prompt
Apple Graphical Interface
)[image: ]1.5 Systems Software – Operating Systems



		KEY VOCABULARY



		Operating systems (OS)

		

Collections of programs that tell the computer hardware what to do.



		User interface

		The means of communication between the user and the computer. These are typically either command line or GUI.



		Command Line

		The most simple form of user interface where users type commands into a prompt



		Graphic User Interface (GUI)

		Most modern computers have a GUI, which uses icons to represent the programs and files. The user runs the programs through a touch-screen or mouse-controlled pointer



		Voice Command

		Increasingly users are able to speak commands to devices such as Google Home and Amazon’s Alexa



		Memory

management

		The OS controls available memory, moving programs to and from

secondary storage to RAM



		

Multitasking

		Often users have more than 1 program running at once. In reality, each CPU core can only carryout 1 task at a time, but the OS alternates between the programs to make it appear that multiple tasks are running simultaneously



		

Peripheral management

		Computers must communicate with a range of external devices such as printers, monitors and scanners (peripherals). The OS uses drivers to correctly pass data to the device and ensure correct function.



		Drivers

		A driver is a piece of software which provides communication between the CPU and a peripherals device



		

User management

		Multiple users can have accounts on the same computer, each with their own files, settings and applications, protected with passwords. The OS will ensure that only users who are granted permissions can use files or programs belonging to other users.



		File management

		Computers store files and data in hierarchical folder systems. This is efficient and allows for quick navigation











 (
DISK DEFRAGMENTATION:
Over time, as new files get added, old ones deleted and files increase through use, the parts of files get separated around the HDD. (A to B) This separation causes computer slow-down.
A
B
In order to improve performance,
disk defrag applications shuffle file parts back into order, and moves all free space to the end of the drive.(C)
C
This improves data access times and overall system performance.
A
 
computing
joke…
 
get
 
it?
) (
KEY VOCABULARY
Utility Software
Utility software supports the OS by performing a limited and specific task. They are used to manage specific actions of the 
system, or undertake maintenance operations.
Encryption software
In order to keep data secure, especially against outside threats, data must be encrypted. Encryption software uses complex algorithms to encode data so it cannot be read without the private access keys.
Disk Defragmentation
Over time, through multiple updates and saves, files will become split up and distributed over the platters. It takes longer for the files to be accessed, slowing the machine down. Defragmentation 
reorganises the files’ parts to bring them together. See fig 1.
Data Compressions
Allows files to be made smaller by removal of empty space or through compression algorithms (lossy or lossless) – see KO2.6b
Back Up
In case of hardware failure or other computer problems, data should be copied to external media so that it can be restored if lost or damaged.
Antivirus
Continually scans the system to find, quarantine, and clean any file infected with viruses.
Anti-malware
Continually scans to identify any malicious software from being introduced to the system.
) (
TYPES OF BACK UP
Description
Positives
Negatives
Full
All files and folders are backed up every time
Only requires last back up to restore; quickest to restore
Requires the most 
space 
on back up drive; slowest to back
 
up
Incremental
Only new files or files that have been changed since the last back up are copied
Faster to back up; requires less space; does not store duplicate files
Slowest to restore; needs at least one full back up to start
)1.5 Systems Software – Utility Software



 (
KEY VOCABULARY
Ethical
Relates to 
right and wrong 
but in a moral sense than a legal issue. For example, there is nothing to stop you legally from using Facebook to stalk an ex-partner, but whether it is 
right 
to do so, is an ethical issue
Legal
There are certain laws set by government that control how computers can be used – see box
Cultural
These issues relate to society and how technology can affect religious, or social ideas. If people spend all their time on their phones rather than talking face to face, this is a cultural issue
Environmental
How computing impacts on the global and local environments. This might be waste production, or mining to gather resources needed to make phones, or using renewable energy to charge phones, or recycling projects. Companies want to be seen to be ‘green’.
Privacy
Privacy is a very important issue. A 
persons right to privacy is very important and there are strong law, alongside ethical guidance that govern how companies can use our data
Stakeholder
Anyone that is impacted on, in any way, by a technology. They have a vested interest
Open source
Software that is created and shared with the source-code able to be seen. Users are free to make alterations to the source-code to meet their own needs, or to improve the system for everyone
Proprietary
Software that is created but the source code is locked. This is often sold and the company wants to protect its intellectual copyright
Legislation
Laws that relate to a certain area
) (
OPEN SOURCE vs PROPRIETARY SOFTWARE
Open source software is freely available so others can use it. Users can access and modify the source-code and create their own versions.
Proprietary software is not freely available. The compiled code is secured and user must use the software as provided. Any attempt to modify, copy or redistribute the software is a breach of Copyright.
EXAMPLES:
Linux, Firefox, Android OS
EXAMPLES:
Microsoft Office, Adobe Photoshop, OSX
) (
COMPUTING LEGISLATION
The Data Protection
Act (1998)
Sets out how data users who store data about individuals must use that data. It is a set of 8 principles which say how personal data must be collected, 
used and destroyed. See back of
 
sheet
Computer Misuse Act (1990)
Introduced to deal with the increase in computer hacking in the late 1980s when home PCs started to become popular. It aims to protect computer users against willful attacks and theft of information. The Act makes it illegal to:
gain unauthorized access to another person’s
 
data
…with the intention of breaking the law
 
further
….to delete, alter or sabotage by introducing
 
viruses
Copyright and Design Patents Act (1988)
Provides the creators of intellectual property (ideas = IP) with proof of ownership, and the exclusive rights to use that idea, and distribute their work. It makes it illegal to copy, modify or distribute IP without permission
Freedom of Information Act (2000)
FOI requires public 
organisations to publish certain data so
 
the public can access it. It also give individuals the right to request to see all data from over 100,000 public
 
bodies.
The act covers all electronic information, such as word docs, emails, digital records. Organisations can withhold certain information if releasing it would affect national security
Creative Commons Licensing
Creative Commons Licensing (CC) is a way that
 
copyright holders can grant certain privileges to publicly use, share, adapt, alter and redistribute IP without written
 
permission.
)1.6 Ethical, Legal, Cultural & Environmental
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TYPES OF 
HACKER
Black Hat 
– 
The Bad Guys. They break into systems to cause chaos and
steal data for their own benefits
White Hat 
– 
Penetration Testing professionals. Often employed by companies to test systems and provide feedback on security
Grey
 
Hat
 
–
 
Not
 
trying
 
to
 
cause
 
damage,
 
but
 
aren’t
 
trying
 
to
 
help
 
either. 
Red
 
Hat
 
–
 
Scary
 
people
 
–
 
stop
 
Black
 
Hat
 
hackers
 
by
 
revenge
 
hacking
 
and 
destroying the hacker’s
 
system
Green Hat 
– 
n00bz trying to learn hacking. Often just download scripts from the internet and run them without understanding the code. Often exploited by Black Hat hackers to do stupid things
)





 (
LINEAR SEARCH
) (
BINARY SEARCH
) (
MERGE SORT
) (
INSERTION SORT
) (
BUBBLE SORT
)2.1 Algorithms: Searching and Sorting



		KEY VOCABULARY



		

Algorithm

		An abstracted program which completes a given task, whatever the data provided



		

Search

		Searching is looking through data, making comparisons with a search term, until the algorithm either finds the data, or identifies that it is not present.



		

Sort

		Putting given sets of data into specified order – usually ascending (alphabetical) or descending (reverse alphabetical)



		

Linear Search

		A type of search where the computer checks every variable, in order, until it finds the search term. Potentially very slow.



		

Binary Search

		A search type based on repeatedly halving the searchable data, until the search term is found



		



Bubble Sort

		A method of sorting data which looks at pairs of variable, and swaps them around if out of order. This continues until there are no more swaps to be made



		

Merge Sort

		Splits the data into increasingly small segments, until single data points are reached, then reassembles the data structure one item at a time.



		



Insertion Sort

		Checks through the data until finding the first incorrectly places item. The algorithm then checks all the previous places to see where the data fits, before inserting it into this slot.
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		KEY VOCABULARY



		Algorithm

		An abstracted program which completes a given task, whatever the data provided



		



Abstraction

		Abstraction is moving a problem out of the specific in order to create a general solution that would work in similar scenarios. Ignoring the gritty details to focus on the problem



		

Decomposition

		

Breaking a problem down into smaller, computational solvable chunks



		



Pseudo Code

		A structured way of planning code, which is ‘computational’ in style (uses Boolean logic, variables, comparisons and arithmetic for example) but is not tied to a strict high-level language’s syntax



		



Flow Diagram

		

A diagram, made using specific shaped boxes, that mocks up the flow of a program through various stages, processes and decisions.



		

Program Control

		

Using Boolean logic to guide the computer

through a program based on decisions



		

Comparison Operators

		

The symbols used to look at a variable or piece of data in relation to is similarity to another piece of data or variable



		

Arithmetic

Operators

		

The symbols used to show the mathematics to be carried out on a piece of data
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Decomposition
Programmers use a technique called decomposition to break a large program down into a series of sub problems.  
The starting point is to decompose the large problem so that each sub problem is described in the same level of detail and can be solved independently from the other sub problems.  The solutions to the sub problems can then be brought together to provide a solution to the whole problem.
One of the advantages of decomposition is that different people can work on different sub problems.  However, a disadvantage would be that the solutions to the sub problems might not come together to provide a solution to the whole problem.
If a problem is not decomposed, it is much harder to solve.
)2.2 Programming Fundamentals – Techniques

 (
Computational thinking
To be able to represent a problem as a set of steps that can be carried out by a computer requires good computational thinking skills.  These steps could be presented as algorithms.
 
**A computer cannot do computational thinking – we do computational thinking so that we can create solutions, to program computers**
)









 (
Articulate!
Get into groups of 4, 2 vs 2!
Each pair gets a pack of articulate cards.
You have 
30 seconds 
to try and describe as many items as you can (use the clock feature to time).
One partner must describe what is on the card without using the name of the item. If the partner answers correctly, the team get a point.
If the name of the item is used the team get -1 point.
The team with the most points at the end wins!
Only one pass is allowed per turn. Use it wisely!
)



























 (
Consider a typical week. Write a list of the things you do that are the same from day to day.
How do you think having a pattern with these consistencies benefits you?
) (
Pattern Recognition
When we decompose a complex 
problem we often find patterns among the smaller problems we create. The patterns are similarities or characteristics that some of the problems share.
Pattern recognition is one of the four cornerstones of Computer Science. It 
involves finding the similarities or patterns among small, decomposed problems that can help us solve more complex problems more efficiently
.
The more patterns we can find, the easier and quicker our overall task of problem solving will be.
To find patterns among problems we look for things that are the same (or very similar) for each problem.
)
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Algorithm Design
An algorithm is a plan, a set of step-by-step instructions to solve a problem.
 If you can tie shoelaces, make a cup of tea, get dressed or prepare a meal then you already know how to follow an algorithm.
In an algorithm, each instruction is identified and the order in which they should be carried out is planned. Algorithms are often used as a starting point for creating a computer program, and they are sometimes written as a 
flowchart 
or in 
pseudocode
.
The aim of the following loop statement is to create a countdown clock. The timer is set to 10 then each loop through it reduces the number by 1 until it gets to 0 and displays “Time up!”
)[image: ][image: ] (
Abstraction
Abstraction is a technique to reduce something to the simplest set of characteristics that are most relevant to solving the problem.
The programmer 
has to concentrate on the most important aspects of the problem without worrying about fine details.
A simple example of abstraction 
I want to create a program to draw a square in Scratch.  The square must have four sides of 50 units with an angle of 90
o
 between each side.  The code in Scratch looks like this:
T
here are a lot of repeated commands in the code. It can be simplified by using a loop for the repeating code.
This code can be defined as a procedure that can be called whenever it is needed.
So instead of considering a series of issues or commands the problem has been simplified down to one procedure without all the unnecessary details that have been hidden
)[image: ][image: ][image: ][image: ]

2.2 Programming Fundamentals – Techniques

 (
KEY VOCABULARY
Variable
A piece of stored data, used in a computer program,
which can be changed or altered by the program
Constant
A piece of stored data which cannot be changed by the program or user
Operator
An operator is a mathematical symbol, used to work with
data in a program
Input
Data, 
entered into a program, by the user
Output
The returned result of an algorithm
Algorithm
A set of instructions to carry out a process or problem- solving operation, especially by a computer
program control
Selection of code to be executed, based on the results of
prior operations in a program, or user input
Loop
A piece of repeating code
Iteration
A type of 
LOOP 
which repeats a series of steps with a
finite number of variable changes
Sentinel
A type of 
LOOP 
that watches a variable for a logical (T to F, or F to T) and repeats until that change occurs
Conditional
A method of controlling the information flow through branching steps – the code checks if something is True, then carries out one set of instructions if it is, and a different set of instructions if it is False.
Sequence
A series of coded instructions for a computer to follow, step by step
String
A character, or characters, stored as a list, within “ ”.
Integer
A whole numbers, stored as its value
Real
A decimal number, stored as its value
Boolean
True or False. Stored as 1 or 0.
) (
KEY VOCABULARY
Declaration
Assigning a value to a variable
Typecasting
Casting a variable as and integer, Bool, Float or String
Data Arrays
‘Lists’ of data, stored in an indexable table format
2D Arrays
A data structure which has more than 1 ‘row’ of data. 2D arrays use 2 indexes to identify data
IMPORTANT!!!
2D arrays use the Y axis first in the co-ordinates, then the X axis. This is the opposite way around to most other co-ordinates!
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KEY VOCABULARY
Defensive
design
Planning a program from the very beginning to prevent accidental or
purposeful misuse
Input sanitization
Removing erroneous data from a system prior to processing
Data validation
Ensuring all data is in the correct format prior to processing
Contingency planning
Having built in checks and outcomes based on what happens when things go wrong
Anticipating misuse
Building programs which do not allow a user to deliberately break the system
Authentication
Having different levels of user, and preventing everyday users from being able to significantly change a system
Maintainability
Building software which is modular to enable sections to be updated and replaced without having to write the whole program again from scratch
Code comments
Annotating code so that the person maintaining or working with your code in the future 
is able to understand your thought process
Indentation
Making code more readable by laying it out in a manner that keeps sections of code separate
Iterative testing
Step by step testing to ensure that small sections of the code work, before new parts are added and then retested. Important to allow 
traceback 
to find what caused any errors
Terminal testing
Significant testing done once a program is complete under a range of conditions and on multiple hardware – often called 
Alpha Testing
Beta Testing
Making a small release of the software to a group of tech-literate enthusiasts to broaden the usage-testing and get lots of feedback prior to full release.
syntax error
An error in the typing of the code. Missing punctuation, spacing 
etc
Test data
Data chosen to test the program. Testers use a specific range of data
) (
TESTING DATA
Data Range
The data that will be used to check the code
works correctly
Valid Data
Obvious data which should 
definitely pass
Valid Extreme
Unusual data – the highest and lowest data –
on the very edge of what should pass
Invalid Extreme
Data, of correct type, which is on the very edge of what should fail
Invalid Data
Data, of the correct type, that should definitely fail
Erroneous Data
Data that is the wrong type and should fail
Expected
Outcome
The data the code should output if it is running
correctly
) (
ERROR TYPES
Syntax Error
An error in the code – incorrectly typed,
missing punctuation 
etc
Logical Error
An error which, although allows the code to run, produces incorrect outcomes
EOF Error
The 
End of File 
has been reached, whilst the computer is waiting for a snippet to be completed.
Type Error
Attempting to use data incorrectly – adding 1 to a string etc
Name Error
Using a variable before its declaration
Indentation Error
Loops or functions are incorrectly indented
)2.3  Producing Robust Programs





 (
COMBINED GATES 
– 
Logic gates can be combined in any order to provide a range of computational possibilities. Inside a CPU, the physical switches are logic gates, and but combining them in different sequences, computers can undertake incredibly complex mathematics with these very simple tools.
)[image: ][image: ][image: ] (
LOGIC GATES
These gates take inputs (usually labelled A, B, C 
etc, and provide a single output. In this case labelled 
F, but could be another letter. Each gate is shown with its TRUTH TABLE
¬
V
) (
KEY VOCABULARY
Logic
A system designed to perform a specific task according to strict principles.
Logic Gates
The physical switches inside an electronic device which 
are able to perform the calculations a computer needs to carry out on electronic signals
Truth Table
A tabular representation of the possible inputs and outputs from a given logic gate, or collection of gates
Boolean
Mathematical 
TRUE or FALSE
Operator
A mathematical symbol in computing
+
Addition [ 1+2=3 ]
-
Subtraction [ 2-1=1 ]
/
Division [ 5 / 2=2.5 ]
*
Multiplication [ 2 * 2 = 4 ]
^
Exponentiation, raising a number to the power of… [ 3^3 = 3 * 3 * 3 = 27 ]
MOD
Modulus division. To divide a number by another, but only return the 
remainder 
[ 10 MOD 3 = 1 ]
DIV
Integer Division. To divide a number by another, but only return the 
number of full sets. 
[ 10 DIV 3 = 3 ]
) (
A
B
C
NOT A
B AND C
X = (NOT
A) OR (B AND C)
0
0
0
1
0
1
0
0
1
1
0
1
0
1
0
1
0
1
0
1
1
1
1
1
1
0
0
0
0
0
1
0
1
0
0
0
1
1
0
0
0
0
1
1
1
0
1
1
)2.4 Boolean Logic
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Working the Machine:
TRANSLATION or
 
INTERPRETING
High
 
Level
Language
Python, C++
Low
 
Level
Language
Machine Code
CODER
Binary
Instruction 
Set
OpCode &
Operand
HARDWARE
ABSTRACTION FROM BINARY TO HIGH LEVEL
For coders to be able to write code 
quickly, 
high-level coding language have been made which allow the coder to use 
almost 
natural language 
(like 
English) to solve problems. These
 
ABSTRACTED
 
LANGAUGES
 
must
 
be
 
converted
 
into
 
binary
 
code
 
instructions
 
that
 
the CPU can execute 
in order to work. This conversion of instructions is done in 1 of 2 
ways. 
They are either 
interpreted
, one line at a time, and executed immediately, or they are 
translated 
by converting the entire code file in one 
go, 
then attempting to run the program only once the converter has finished 
compiling.
 
c
) (
KEY VOCABULARY
Low Level Language
A programming language which is closer to binary than English
High Level Language
An abstracted programming language which is closer to English than binary
Instruction Set
Binary code which tells the computer hardware what to do – 
OpCode and Operand
Machine Code
1 to 1 
instructions coded in mnemonics (STO, ADD, MOD, DIV etc) which
 
must be converted to binary to
 
run
Abstraction
Removing a level of detail to allow focus on the problem solving rather than the specifics. 
Python, and all other High Level languages are abstracted. You do not need to know the machine code to get something to happen
Translator
A utility to convert High Level Code into binary machine code so it can be executed
Interpreter
A utility which translates High Level code on a line by line basis and executes the program as it goes in a special test environment
IDE
Integrated Development Environment
Text Editor
A place to type code, focused on the content of the file, not the look of the file
Error Diagnostics
To test a program and provide feedback to the coder so that errors can be fixed
Run Time Environment
Part of an IDE which allows a piece of code to be tested without installation
)2.5 Programming Languages – IDE, Translators and Facilities of Languages



































Features of an Integrated Development Environment (IDE)



		FEATURE

		PURPOSE and BENEFITS



		

Text Editor

		An IDE’s text editor is where the code is typed. It is not concerned with the look of the code, but usability. Additional features of IDE text editors are: line numbers, code colouring by context, automatic indentation, autocomplete, code-folding, overview ‘map’, multiple cursors



		

Error Diagnostics

		IDEs will give real-time feedback to the coder to show any obvious errors before compiling. These are often with highlighting or line markers.

Additionally, any errors which show up during compiling are flagged with helpful guidance to the coder about the error type and the line number



		Compiler

		A utility which attempts to turn the program into a runnable program. This

will either be a translator/compiler or an interpreter



		Run-Time Environment

		A ‘safe sandbox’ where code can be tried out without installing it to the computer. Often ring-fenced from the main machine to prevent accidents.
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Flow charts

Flow charts like pseudocode are informal but the most common flow chart shapes are:

Line An arrow represents control passing between the connected
- > shapes.

Process This shape represents something being performed or done.

Sub Routine This shape represents a subroutine call that will relate to a
separate, non-linked flow chart

Input/Output This shape represents the input or output of something into or

E out of the flow chart.

Decision This shape represents a decision (Yes/No or True/False) that
results in two lines representing the different possible
outcomes.

@ Terminal This shape represents the “Start” and “End” of the process.
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Comparison operators

== Equal to

1= Not equal to

< Less than

<= Less than or equal to

> Greater than

>= Greater than or equal to
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Arithmetic operators

+ Addition e.g. x=6+5 gives 11
- Subtraction e.g. x=6-5 gives 1
* Multiplication e.g. x=12*2 gives 24
/ Division e.g. x=12/2 gives 6
MOD Modulus e.g. 12MOD5 gives 2
DIV Quotient e.g. 17DIV5 gives 3

Exponentiation e.g. 3~ 4 gives 81
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1a.	 Why choose an OCR qualification?



1



1	 Why choose an OCR GCSE (9–1)  
in Computer Science?



Choose OCR and you’ve got the reassurance that 
you’re working with one of the UK’s leading exam 
boards. Our GCSE (9–1) in Computer Science has 
been developed in consultation with teachers, 
employers and Higher Education to provide students 
with a qualification that’s relevant to them and meets 
their needs.



We’re part of the Cambridge Assessment Group, 
Europe’s largest assessment agency and a 
department of the University of Cambridge. 
Cambridge Assessment plays a leading role in 
developing and delivering assessments throughout 
the world, operating in over 150 countries.



We work with a range of education providers, 
including schools, colleges, workplaces and other 
institutions in both the public and private sectors. 
Over 13,000 centres choose our A Levels, GCSEs  
and vocational qualifications including Cambridge 
Nationals and Cambridge Technicals.



Our Specifications



We believe in developing specifications that help you 
bring the subject to life and inspire your students to 
achieve more. 



We’ve created teacher-friendly specifications based 
on extensive research and engagement with the 
teaching community. They’re designed to be 
straightforward and accessible so that you can tailor 
the delivery of the course to suit your needs. 



Our Support



We provide a range of support services designed to 
help you at every stage, from preparation through  
to the delivery of our specifications. This includes: 



•	 a wide range of high-quality creative resources 
including access to resources provided by 
leading organisations within the industry



•	 textbooks available from a number of leading 
publishers we have worked with. For more 
information on our publishing partners and 
their resources visit ocr.org.uk/qualifications/
resource-finder/publishing-partners



•	 Professional Development for teachers to fulfil 
a range of needs. To join our training (either 
face-to-face or online) or to search for training 
materials, you can find what you’re looking for 
at www.ocr.org.uk/qualifications/
professional-development



•	 Active Results – our free results analysis service 
to help you review the performance of 
individual students or whole schools 



•	 ExamBuilder – our online past papers service 
that enables you to build your own  
test papers from past OCR exam questions. 



Subject Advisors



OCR Subject Advisors provide specialist advice, 
guidance and support to centres related to our 
specification, as well as updates on resources and 
professional development opportunities. Our Subject 
Advisors work with subject communities through a 
range of networks to ensure the sharing of ideas and 
expertise to support teachers. 



Keep up to date with OCR



To receive the latest information about any of our 
qualifications, please register for email updates at: 
ocr.org.uk/updates



All GCSE (9–1) qualifications offered by OCR are 
accredited by Ofqual, the Regulator for qualifications 
offered in England. 



The accreditation number for OCR’s GCSE (9–1) in 
Computer Science is QN 601/8355/X.





https://ocr.org.uk/qualifications/gcse/computer-science-j277-from-2020/


https://ocr.org.uk/qualifications/resource-finder/publishing-partners/


https://ocr.org.uk/qualifications/resource-finder/publishing-partners/


https://www.ocr.org.uk/qualifications/professional-development


https://www.ocr.org.uk/qualifications/professional-development


http://www.ocr.org.uk/exambuilder


https://www.ocr.org.uk/qualifications/email-updates/








1



Version 2.1 © OCR 2021	 Visit ocr.org.uk/j277 for our most up-to-date specification, support and resources
J277 GCSE (9–1) in Computer Science for first assessment 2022� 3



1b.	 Aims and learning outcomes



OCR’s GCSE (9–1) in Computer Science will encourage 
students to:



•	 understand and apply the fundamental 
principles and concepts of Computer Science, 
including abstraction, decomposition, logic, 
algorithms, and data representation



•	 analyse problems in computational terms 
through practical experience of solving such 
problems, including designing, writing and 
debugging programs 



•	 think creatively, innovatively, analytically, 
logically and critically



•	 understand the components that make up 
digital systems, and how they communicate 
with one another and with other systems



•	 understand the impacts of digital technology  
to the individual and to wider society



•	 apply mathematical skills relevant to Computer 
Science.



The key features of OCR’s GCSE (9–1) in Computer 
Science for you and your students are:



•	 a simple and intuitive assessment model, 
consisting of two papers, one focusing on 
computer systems and one with a focus on 
programming, computational thinking, and 
algorithms. Both papers have identical 
weighting and mark allocations



•	 a specification developed with teachers 
specifically for teachers. The specification  
lays out the subject content clearly



•	 a flexible support package formed after 
listening to teachers’ needs. The support 
package will enable teachers to easily 
understand the requirements of the 
qualification and how it is assessed



•	 a team of OCR Subject Advisors who support 
teachers directly and manage the qualification 
nationally



•	 the specification has been designed to 
transition seamlessly into Computer Science  
at AS Level and/or A Level.



This specification/qualification will enable students  
to develop: 



•	 valuable thinking and programming skills  
that are extremely attractive in the modern 
workplace



•	 a deep understanding of computational 
thinking and how to apply it through a chosen 
programming language.



1c.	 What are the key features of this specification?
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1d.	 How do I find out more information?



Whether you are an existing OCR centre, or new to 
OCR and would like to start delivering this course, 
please visit www.ocr.org.uk.  Or you can contact us 
directly by email or phone.



Contact details:



Email: computerscience@ocr.org.uk



Subject web page: www.ocr.org.uk/computing



Twitter: @ocr_ict



Customer Contact Centre: 01223 553998
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Students take J277/01 and J277/02 to be awarded the OCR GCSE (9–1) in Computer Science. 



Content Overview Assessment Overview



J277/01: Computer systems



This component will assess: 



•	 1.1 Systems architecture 



•	 1.2 Memory and storage 



•	 1.3 Computer networks, connections and 
protocols 



•	 1.4 Network security 



•	 1.5 Systems software 



•	 1.6 Ethical, legal, cultural and environmental 
impacts of digital technology 



Written paper: 1 hour and 30 minutes 
50% of total GCSE
80 marks 



This is a non-calculator paper. 



All questions are mandatory. 



This paper consists of multiple choice questions, 
short response questions and extended response 
questions.



J277/02: Computational thinking, algorithms and 
programming



This component will assess:



•	 2.1 Algorithms 



•	 2.2 Programming fundamentals 



•	 2.3 Producing robust programs 



•	 2.4 Boolean logic 



•	 2.5 Programming languages and Integrated 
Development Environments 



Written paper: 1 hour and 30 minutes 
50% of total GCSE
80 marks 



This is a non-calculator paper. 



This paper has two sections: Section A and 
Section B. Students must answer both sections. 



All questions are mandatory. 



In Section B, questions assessing students’ ability to 
write or refine algorithms must be answered using 
either the OCR Exam Reference Language or the 
high-level programming language they are familiar 
with. 



2a.	 OCR’s GCSE (9–1) in Computer Science (J277)



2	 The specification overview 



Practical Programming
All students must be given the opportunity to undertake a programming task(s), either to a specification or 
to solve a problem (or problems), during their course of study.  Students may draw on some of the content 
in both components when engaged in Practical Programming. 



Please see Sections 2d and 4d for further information.



ii
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1.1 – Systems architecture



Sub topic Guidance



1.1.1	 Architecture of the CPU



¨	 The purpose of the CPU:



o	 The fetch-execute cycle



¨	 Common CPU components and their function:



o	 ALU (Arithmetic Logic Unit)
o	 CU (Control Unit)
o	 Cache
o	 Registers



¨	 Von Neumann architecture:



o	 MAR (Memory Address Register)
o	 MDR (Memory Data Register)
o	 Program Counter
o	 Accumulator



Required
ü	 What actions occur at each stage of the fetch-execute cycle



ü	 The role/purpose of each component and what it manages, 
stores, or controls during the fetch-execute cycle



ü	 The purpose of each register, what it stores (data or address) 



ü	 The difference between storing data and an address 



Not required
û	 Knowledge of passing of data between registers in each stage



1.1.2	 CPU performance



¨	 How common characteristics of CPUs affect their performance:



o	 Clock speed
o	 Cache size
o	 Number of cores



Required
ü	 Understanding of each characteristic as listed
ü	 The effects of changing any of the common characteristics on 



system performance, either individually or in combination



1.1.3 Embedded systems



¨	 The purpose and characteristics of embedded systems



¨	 Examples of embedded systems



Required
ü	 What embedded systems are
ü	 Typical characteristics of embedded systems
ü	 Familiarity with a range of different embedded systems



2b.	 Content of Computer systems (J277/01)
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1.2 – Memory and storage



Sub topic Guidance



1.2.1 Primary storage (Memory)



¨	 The need for primary storage



¨	 The difference between RAM and ROM



¨	 The purpose of ROM in a computer system



¨	 The purpose of RAM in a computer system



¨	 Virtual memory



Required
ü	 Why computers have primary storage



§	 How this usually consists of RAM and ROM
ü	 Key characteristics of RAM and ROM
ü	 Why virtual memory may be needed in a system
ü	 How virtual memory works



§	 Transfer of data between RAM and HDD when RAM is filled



1.2.2 Secondary storage



¨	 The need for secondary storage



¨	 Common types of storage:



o	 Optical
o	 Magnetic
o	 Solid state



¨	 Suitable storage devices and storage media for a given application



¨	 The advantages and disadvantages of different storage devices 
and storage media relating to these characteristics:



o	 Capacity
o	 Speed
o	 Portability
o	 Durability
o	 Reliability
o	 Cost



Required
ü	 Why computers have secondary storage
ü	 Recognise a range of secondary storage devices/media
ü	 Differences between each type of storage device/medium
ü	 Compare advantages/disadvantages for each storage device
ü	 Be able to apply their knowledge in context within scenarios



Not required
û	 Understanding of the component parts of these types of storage
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Sub topic Guidance



1.2.3 Units



¨	 The units of data storage:



o	 Bit
o	 Nibble (4 bits)
o	 Byte (8 bits)
o	 Kilobyte (1,000 bytes or 1 KB)
o	 Megabyte (1,000 KB) 
o	 Gigabyte (1,000 MB) 
o	 Terabyte (1,000 GB) 
o	 Petabyte (1,000 TB) 



¨	 How data needs to be converted into a binary format to be 
processed by a computer



¨	 Data capacity and calculation of data capacity requirements



Required
ü	 Why data must be stored in binary format
ü	 Familiarity with data units and moving between each
ü	 Data storage devices have different fixed capacities
ü	 Calculate required storage capacity for a given set of files
ü	 Calculate file sizes of sound, images and text files



§	 sound file size = sample rate x duration (s) x bit depth 
§	 image file size = colour depth x image height (px) x image 



width (px)
§	 text file size = bits per character x number of characters



Alternatives
•	 Use of 1,024 for conversions and calculations would be acceptable 
•	 Allowance for metadata in calculations may be used



1.2.4 Data storage



Numbers



¨	 How to convert positive denary whole numbers to binary numbers 
(up to and including 8 bits) and vice versa



¨	 How to add two binary integers together (up to and including 
8 bits) and explain overflow errors which may occur



¨	 How to convert positive denary whole numbers into 2-digit 
hexadecimal numbers and vice versa



¨	 How to convert binary integers to their hexadecimal equivalents 
and vice versa



¨	 Binary shifts



Required
ü	 Denary number range 0 – 255
ü	 Hexadecimal range 00 – FF
ü	 Binary number range 00000000 – 11111111
ü	 Understanding of the terms ‘most significant bit’, and ‘least 



significant bit’
ü	 Conversion of any number in these ranges to another number 



base
ü	 Ability to deal with binary numbers containing between 1 and 



8 bits
§	 e.g. 11010 is the same as 00011010



ü	 Understand the effect of a binary shift (both left or right) on a 
number



ü	 Carry out a binary shift (both left and right)
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Sub topic Guidance



Characters
¨	 The use of binary codes to represent characters
¨	 The term ‘character set’
¨	 The relationship between the number of bits per character in a 



character set, and the number of characters which can be 
represented, e.g.: 
o	 ASCII
o	 Unicode



Images
¨	 How an image is represented as a series of pixels, represented in 



binary
¨	 Metadata
¨	 The effect of colour depth and resolution on:



o	 The quality of the image
o	 The size of an image file



Sound
¨	 How sound can be sampled and stored in digital form
¨	 The effect of sample rate, duration and bit depth on:



o	 The playback quality
o	 The size of a sound file



Required
ü	 How characters are represented in binary
ü	 How the number of characters stored is limited by the bits 



available
ü	 The differences between and impact of each character set
ü	 Understand how character sets are logically ordered, e.g. the code 



for ‘B’ will be one more than the code for ‘A’
ü	 Binary representation of ASCII in the exam will use 8 bits
Not required
û	 Memorisation of character set codes



Required
ü	 Each pixel has a specific colour, represented by a specific code
ü	 The effect on image size and quality when changing colour depth 



and resolution
ü	 Metadata stores additional image information (e.g. height, width, 



etc.)



Required
ü	 Analogue sounds must be stored in binary
ü	 Sample rate – measured in Hertz (Hz)
ü	 Duration – how many seconds of audio the sound file contains
ü	 Bit depth – number of bits available to store each sample  



(e.g. 16-bit)



1.2.5 Compression



¨	 The need for compression
¨	 Types of compression:



o	 Lossy
o	 Lossless



Required
ü	 Common scenarios where compression may be needed
ü	 Advantages and disadvantages of each type of compression
ü	 Effects on the file for each type of compression



Not required
û	 Ability to carry out specific compression algorithms
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1.3 – Computer networks, connections and protocols



Sub topic Guidance



1.3.1 Networks and topologies



¨	 Types of network:
o	 LAN (Local Area Network)
o	 WAN (Wide Area Network)



¨	 Factors that affect the performance of networks
¨	 The different roles of computers in a client-server and a peer-to-



peer network
¨	 The hardware needed to connect stand-alone computers into a 



Local Area Network:
o	 Wireless access points
o	 Routers
o	 Switches
o	 NIC (Network Interface Controller/Card)
o	 Transmission media



¨	 The Internet as a worldwide collection of computer networks:
o	 DNS (Domain Name Server)
o	 Hosting
o	 The Cloud
o	 Web servers and clients



¨	 Star and Mesh network topologies



Required
ü	 The characteristics of LANs and WANs including common 



examples of each
ü	 Understanding of different factors that can affect the performance 



of a network, e.g.:
§	Number of devices connected
§	 Bandwidth 



ü	 The tasks performed by each piece of hardware
ü	 The concept of the Internet as a network of computer networks 
ü	 A Domain Name Service (DNS) is made up of multiple Domain 



Name Servers 
ü	 A DNS’s role in the conversion of a URL to an IP address
ü	 Concept of servers providing services (e.g. Web server " Web 



pages, File server " file storage/retrieval)
ü	 Concept of clients requesting/using services from a server
ü	 The Cloud: remote service provision (e.g. storage, software, 



processing)
ü	 Advantages and disadvantages of the Cloud
ü	 Advantages and disadvantages of the Star and Mesh topologies
ü	 Apply understanding of networks to a given scenario
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1.3.2 Wired and wireless networks, protocols and layers



¨	 Modes of connection:
o	 Wired
	 •	 Ethernet 
o	 Wireless
	 •	 Wi-Fi
	 •	 Bluetooth



¨	 Encryption
¨	 IP addressing and MAC addressing
¨	 Standards
¨	 Common protocols including:



o	 TCP/IP (Transmission Control Protocol/Internet Protocol)
o	 HTTP (Hyper Text Transfer Protocol)
o	 HTTPS (Hyper Text Transfer Protocol Secure)
o	 FTP (File Transfer Protocol)
o	 POP (Post Office Protocol)
o	 IMAP (Internet Message Access Protocol)
o	 SMTP (Simple Mail Transfer Protocol)



¨	 The concept of layers



Required
ü	 Compare benefits and drawbacks of wired versus wireless 



connection
ü	 Recommend one or more connections for a given scenario
ü	 The principle of encryption to secure data across network 



connections
ü	 IP addressing and the format of an IP address (IPv4 and IPv6)
ü	 A MAC address is assigned to devices; its use within a network
ü	 The principle of a standard to provide rules for areas of computing
ü	 Standards allows hardware/software to interact across different 



manufacturers/producers
ü	 The principle of a (communication) protocol as a set of rules for 



transferring data
ü	 That different types of protocols are used for different purposes 
ü	 The basic principles of each protocol i.e. its purpose and key 



features
ü	 How layers are used in protocols, and the benefits of using layers; 



for a teaching example, please refer to the 4-layer TCP/IP model



Not required
û	 Understand how Ethernet, Wi-Fi and Bluetooth protocols work
û	 Understand differences between static and dynamic, or public and 



private IP addresses
û	 Knowledge of individual standards
û	 Knowledge of the names and function of each TCP/IP layer
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1.4 – Network security



Sub topic Guidance



1.4.1 Threats to computer systems and networks



¨	 Forms of attack:
o	 Malware
o	 Social engineering, e.g. phishing, people as the ‘weak point’ 
o	 Brute-force attacks
o	 Denial of service attacks
o	 Data interception and theft
o	 The concept of SQL injection



Required
ü	 Threats posed to devices/systems
ü	 Knowledge/principles of each form of attack including:



§	How the attack is used
§	 The purpose of the attack



1.4.2 Identifying and preventing vulnerabilities



¨	 Common prevention methods:
o	 Penetration testing
o	 Anti-malware software
o	 Firewalls
o	 User access levels
o	 Passwords
o	 Encryption
o	 Physical security



Required
ü	 Understanding of how to limit the threats posed in 1.4.1
ü	 Understanding of methods to remove vulnerabilities
ü	 Knowledge/principles of each prevention method:



§	What each prevention method may limit/prevent
§	How it limits the attack
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1.5 – Systems software



Sub topic Guidance



1.5.1 Operating systems



¨	 The purpose and functionality of operating systems:
o	 User interface
o	 Memory management and multitasking
o	 Peripheral management and drivers
o	 User management
o	 File management



Required
ü	 What each function of an operating system does
ü	 Features of a user interface
ü	 Memory management, e.g. the transfer of data between memory, 



and how this allows for multitasking 
ü	 Understand that:



§	 Data is transferred between devices and the processor 
§	 �This process needs to be managed



ü	 User management functions, e.g.:
§	 Allocation of an account
§	 Access rights
§	 Security, etc.



ü	 File management, and the key features, e.g.:
§	 Naming
§	 Allocating to folders
§	 Moving files
§	 Saving, etc.



Not required
û	 Understanding of paging or segmentation



1.5.2 Utility software



¨	 The purpose and functionality of utility software
¨	 Utility system software:



o	 Encryption software
o	 Defragmentation
o	 Data compression



Required
ü	 Understand that computers often come with utility software, and 



how this performs housekeeping tasks 
ü	 Purpose of the identified utility software and why it is required
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1.6 – Ethical, legal, cultural and environmental impacts of digital technology



Sub topic Guidance



1.6.1 Ethical, legal, cultural and environmental impact



¨	 Impacts of digital technology on wider society including:
o	 Ethical issues
o	 Legal issues 
o	 Cultural issues
o	 Environmental issues 
o	 Privacy issues



¨	 Legislation relevant to Computer Science:
o	 The Data Protection Act 2018
o	 Computer Misuse Act 1990
o	 Copyright Designs and Patents Act 1988
o	 Software licences (i.e. open source and proprietary)



Required
ü	 Technology introduces ethical, legal, cultural, environmental and 



privacy issues
ü	 Knowledge of a variety of examples of digital technology and how 



this impacts on society
ü	 An ability to discuss the impact of technology based around the 



issues listed 
ü	 The purpose of each piece of legislation and the specific actions it 



allows or prohibits 
ü	 The need to license software and the purpose of a software 



licence 
ü	 Features of open source (providing access to the source code and 



the ability to change the software)
ü	 Features of proprietary (no access to the source code, purchased 



commonly as off-the-shelf)
ü	 Recommend a type of licence for a given scenario including 



benefits and drawbacks
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2.1 – Algorithms



Sub topic Guidance



2.1.1 Computational thinking



¨	 Principles of computational thinking:
o	 Abstraction
o	 Decomposition
o	 Algorithmic thinking



Required
ü	 Understanding of these principles and how they are used to 



define and refine problems



2.1.2 Designing, creating and refining algorithms



¨	 Identify the inputs, processes, and outputs for a problem
¨	 Structure diagrams
¨	 Create, interpret, correct, complete, and refine algorithms using:



o	 Pseudocode
o	 Flowcharts 
o	 Reference language/high-level programming language



¨	 Identify common errors
¨	 Trace tables



Required
ü	 Produce simple diagrams to show:



§	 The structure of a problem
§	 Subsections and their links to other subsections



ü	 Complete, write or refine an algorithm using the techniques listed
ü	 Identify syntax/logic errors in code and suggest fixes
ü	 Create and use trace tables to follow an algorithm



Flowchart symbols



Line Input/
Output



Process Decision



Sub 
program



Terminal



2c.	 Content of Computational thinking, algorithms and programming (J277/02)
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2.1.3 Searching and sorting algorithms



¨	 Standard searching algorithms:
o	 Binary search
o	 Linear search



¨	 Standard sorting algorithms:
o	 Bubble sort
o	 Merge sort
o	 Insertion sort



Required
ü	 Understand the main steps of each algorithm
ü	 Understand any pre-requisites of an algorithm
ü	 Apply the algorithm to a data set
ü	 Identify an algorithm if given the code or pseudocode for it



Not required
û	 To remember the code for these algorithms
û	 To remember Exam Reference Language for Merge Sort
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2.2 – Programming fundamentals



Sub topic Guidance



2.2.1 Programming fundamentals



¨	 The use of variables, constants, operators, inputs, outputs and 
assignments



¨	 The use of the three basic programming constructs used to 
control the flow of a program:
o	 Sequence
o	 Selection
o	 Iteration (count- and condition-controlled loops)



¨	 The common arithmetic operators
¨	 The common Boolean operators AND, OR and NOT 



Required
ü	 Practical use of the techniques in a high-level language within the 



classroom
ü	 Understanding of each technique
ü	 Recognise and use the following operators:



Comparison operators Arithmetic operators



==	 �Equal to 	 +	 �Addition



!=	 �Not equal to 	 –	 �Subtraction



<	� Less than 	 *	 �Multiplication



<=	 �Less than or equal to 	 /	 �Division



>	� Greater than 	MOD	� Modulus



>=	 �Greater than or equal to 	 DIV	 �Quotient



	 ^	 �Exponentiation (to the power)
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2.2.2 Data types



¨	 The use of data types:
o	 Integer
o	 Real
o	 Boolean
o	 Character and string
o	 Casting



Required
ü	 Practical use of the data types in a high-level language within the 



classroom
ü	 Ability to choose suitable data types for data in a given scenario
ü	 Understand that data types may be temporarily changed through 



casting, and where this may be useful



2.2.3 Additional programming techniques



¨	 The use of basic string manipulation
¨	 The use of basic file handling operations:



o	 Open
o	 Read
o	 Write
o	 Close



¨	 The use of records to store data
¨	 The use of SQL to search for data
¨	 The use of arrays (or equivalent) when solving problems, including 



both one-dimensional (1D) and two-dimensional arrays (2D)
¨	 How to use sub programs (functions and procedures) to produce 



structured code
¨	 Random number generation



Required
ü	 Practical use of the additional programming techniques in a 



high-level language within the classroom
ü	 Ability to manipulate strings, including:



§	 Concatenation
§	 Slicing



ü	 Arrays as fixed length or static structures
ü	 Use of 2D arrays to emulate database tables of a collection of 



fields, and records
ü	 The use of functions
ü	 The use of procedures
ü	 Where to use functions and procedures effectively
ü	 The use of the following within functions and procedures:
	 §	 local variables/constants
	 §	 global variables/constants
	 §	 arrays (passing and returning)
ü	 SQL commands:



§	 SELECT
§	 FROM
§	 WHERE



ü	 Be able to create and use random numbers in a program
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2.3 – Producing robust programs



Sub topic Guidance



2.3.1 Defensive design



¨	 Defensive design considerations:
o	 Anticipating misuse
o	 Authentication



¨	 Input validation
¨	 Maintainability:



o	 Use of sub programs
o	 Naming conventions
o	 Indentation
o	 Commenting



Required
ü	 Understanding of the issues a programmer should consider to 



ensure that a program caters for all likely input values
ü	 Understanding of how to deal with invalid data in a program
ü	 Authentication to confirm the identity of a user
ü	 Practical experience of designing input validation and simple 



authentication (e.g. username and password) 
ü	 Understand why commenting is useful and apply this 



appropriately



2.3.2 Testing



¨	 The purpose of testing
¨	 Types of testing:



o	 Iterative
o	 Final/terminal



¨	 Identify syntax and logic errors
¨	 Selecting and using suitable test data:



o	 Normal
o	 Boundary
o	 Invalid/Erroneous



¨	 Refining algorithms



Required
ü	 The difference between testing modules of a program during 



development and testing the program at the end of production
ü	 Syntax errors as errors which break the grammatical rules of the 



programming language and stop it from being run/translated
ü	 Logic errors as errors which produce unexpected output
ü	 Normal test data as data which should be accepted by a program 



without causing errors
ü	 Boundary test data as data of the correct type which is on the 



very edge of being valid
ü	 Invalid test data as data of the correct data type which should be 



rejected by a computer system
ü	 Erroneous test data as data of the incorrect data type which 



should be rejected by a computer system
ü	 Ability to identify suitable test data for a given scenario
ü	 Ability to create/complete a test plan
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2.4 – Boolean logic



Sub topic Guidance



2.4.1 Boolean logic



¨	 Simple logic diagrams using the operators AND, OR 
and NOT



¨	 Truth tables
¨	 Combining Boolean operators using AND, OR and 



NOT
¨	 Applying logical operators in truth tables to solve 



problems



Required
ü	 Knowledge of the truth tables for each logic gate
ü	 Recognition of each gate symbol
ü	 Understanding of how to create, complete or edit logic diagrams and truth 



tables for given scenarios
ü	 Ability to work with more than one gate in a logic diagram



Boolean Operators Logic Gate Symbol



AND
(Conjunction)



OR
(Disjunction)



NOT
(Negation)



Truth Tables



AND OR NOT
A B A AND B A B A OR B A NOT A
0 0 0 0 0 0 0 1
0 1 0 0 1 1 1 0
1 0 0 1 0 1
1 1 1 1 1 1



Alternatives
•	 Use of other valid notation will be accepted within the examination, e.g. Using 



T/F for 1/0, or V for OR, etc.



2
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2.5 – Programming languages and Integrated Development Environments 



Sub topic Guidance



2.5.1 Languages



¨	 Characteristics and purpose of different levels of programming 
language:
o	 High-level languages
o	 Low-level languages



¨	 The purpose of translators
¨	 The characteristics of a compiler and an interpreter



Required
ü	 The differences between high- and low-level programming 



languages 
ü	 The need for translators
ü	 The differences, benefits and drawbacks of using a compiler or an 



interpreter



Not required
û	 Understanding of assemblers



2.5.2 The Integrated Development Environment (IDE)



¨	 Common tools and facilities available in an Integrated 
Development Environment (IDE):
o	 Editors
o	 Error diagnostics
o	 Run-time environment
o	 Translators



Required
ü	 Knowledge of the tools that an IDE provides
ü	 How each of the tools and facilities listed can be used to help a 



programmer develop a program
ü	 Practical experience of using a range of these tools within at least 



one IDE
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2d.	 Practical Programming skills



Students in England who are beginning a GCSE (9–1) 
in Computer Science course are likely to have 
followed a Key Stage 3 programme of study.



No prior knowledge of this subject is required and 
there are no prior qualifications required in order  
for students to enter for a GCSE (9–1) in Computer 
Science.



GCSEs (9–1) are qualifications that enable students to 
progress to further qualifications, either Vocational or 
General.



OCR offer a range of Computing and ICT based 
qualifications to suit students’ needs.



Find out more in Section 7 or at www.ocr.org.uk/
computing



2e.	 Prior knowledge, learning and progression



All students must be given the opportunity to 
undertake a programming task or tasks during their 
course of study.



The programming task(s) must allow them to develop 
skills within the following areas when programming:



•	 Design
•	 Write
•	 Test
•	 Refine 



Each task(s) must use one or more high-level text-
based programming language, either to a specification 
or to solve a problem (or problems). They can use any 
high-level text-based programming language, such as: 



•	 Python 
•	 C family of languages (C#, C++, etc.) 
•	 Java 
•	 JavaScript 
•	 Visual Basic/.Net 
•	 PHP 
•	 Delphi 
•	 BASIC



Some high-level languages do not allow 
demonstration of all the Practical Programming  
skills. Where this is the case, schools are encouraged 
to consider using a second language for practical 
experience.



Practical Programming skills will be assessed in 
Component 2 of the qualification, in particular 
Section B. See Section 3b ‘Assessment of Practical 
Programming skills: Component 2’ for more details.



Centres must submit a Practical Programming Statement.  See Section 4d for more details.
ii
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OCR’s GCSE (9–1) in Computer Science consists of two compulsory components that are externally assessed.



J277/01: Computer systems



This is a compulsory component. It is worth 80 marks, 
representing 50% of the total marks for the 
GCSE (9–1). 



This component is an externally assessed written 
examination testing AO1 and AO2. 



The examination lasts 1 hour 30 minutes.



All the questions are mandatory.



Students are not permitted to use a calculator in the 
examination.



The question paper will consist of short and medium 
answer questions. There will also be one 8-mark 
extended response question. This question will enable 
students to demonstrate the ability to construct and 
develop a sustained line of reasoning. 



3a.	 Forms of assessment



3	 Assessment of GCSE (9–1) in Computer Science



J277/02: Computational thinking, algorithms and programming



This is a compulsory component. It is worth 80 marks, 
representing 50% of the total marks for the 
GCSE (9–1). 



This component is an externally assessed written 
examination testing AO1, AO2 and AO3. 



The examination lasts 1 hour 30 minutes and is 
formed of two sections.



All the questions are mandatory.



Section A is worth 50 marks, and assesses students’ 
knowledge and understanding of concepts of 



Computer Science. Students then apply these to 
problems in computational terms, where they may 
use an algorithmic approach.



Section B is worth 30 marks, and assesses students’ 
Practical Programming skills and their ability to design, 
write, test and refine programs.



Students are not permitted to use a calculator in the 
examination.



The question paper will consist of short and medium 
answer questions. 



Sample Assessment Materials and other resources which exemplify our approach to the examinations can be 
found on the J277 web page of the OCR website.



ii
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Section B



Section B assesses a student’s ability to design, write, test and refine programs. The following table shows how 
we will set our questions within this section, and how students must respond.



Question focus Questions asked in: Students respond using:



Design Natural English P Pseudocode
P Flowcharts
P Tick-box responses
P Natural English



Write Pseudocode
Natural English
Flowcharts



P OCR Exam Reference Language
P A high-level programming language



Test OCR Exam Reference Language P Trace tables
P Creating test plans
P Identifying suitable test data



Refine OCR Exam Reference Language P OCR Exam Reference Language
P A high-level programming language 
P Natural English



3b.	 Assessment of Practical Programming skills: Component 2 



All programming code given in examination papers will be presented using the OCR Exam Reference Language. 



Section A



Section A assesses a student’s ability to structure answers logically without a focus on syntactic precision. 
Students have flexibility and choice in how they present their answer.



The following table shows how we will set our questions within this section, and how students must respond. 



Questions asked in: Students respond using:



Natural English
OCR Exam Reference Language
Flowcharts



P Pseudocode
P Flowcharts
P Bullet points
P OCR Exam Reference Language or a high-level programming 
    language
P Natural English



Where a response requires an answer in OCR Exam 
Reference Language or a high-level programming 
language, a student’s level of precision will be 
assessed. These questions are designed to test both a 
student’s programming logic and understanding of 
core programming structures. Answers written in 
pseudocode, natural English or bullet points will not 
be awarded marks.



Responses in OCR Exam Reference Language or a 
high-level programming language test a student’s 
ability to form an answer using precise programming 
commands but we will avoid penalising them for 
minor errors in syntax.  This reflects real-life scenarios, 
where often minor errors would have been flagged 
within their development environment.
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Examination questions will be written in OCR Exam Reference Language for clarity and consistency, apart from ‘Design’ and ‘Write’ questions in 
Component 2 Section B (please see Section 3b).



Operators
Comparison operators Arithmetic operators



==                Equal to
!=                Not equal to
<                   Less than



<=              Less than or equal to 
>                 Greater than
>=              Greater than or equal to



+                Addition
-                Subtraction
*                Multiplication
^                Exponent



/                     Division
MOD                Modulus
DIV                Quotient



Boolean operators
AND                Logical AND
OR                   Logical OR
NOT                Logical NOT



3c.	 OCR Exam Reference Language
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Concept Keyword(s)/Symbols Example
Commenting
Comment // //This function squares a number



function squared(number)
    squared = number^2
    return squared
endfunction
//End of function



Variables
Assignment



Constants
Global Variables



=



const
global



x = 3
name = "Louise"
const vat = 0.2
global userID = "Cust001"



Input/Output
Input



Output



input(…)



print(…)



myName = input("Please enter a name")



print("My name is Noni")
print(myArray[2,3]) 



Casting
Converting to another data 
type



str()



int()



float()



real()



bool()



str(345)



int("3")



float("4.52")



real("4.52")



bool("True")
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Concept   Keyword(s)/Symbols   Example
Iteration
FOR loop
(Count-controlled)



for … to …        



    



next …



for … to … step …       



    



next …



for i=0 to 9



    print("Loop")



next i
This will print the word “Loop” 10 times, i.e. 0-9 inclusive.



for i=2 to 10 step 2



    print(i)



next i
This will print the even numbers from 2 to 10 inclusive. 



for i=10 to 0 step -1



    print(i)



next i
This will print the numbers from 10 to 0 inclusive, i.e. 10, 9, 8,…, 
2, 1, 0. 



Note that the ‘step’ command can be used to increment or 
decrement the loop by any positive or negative integer value.



WHILE loop 
(Condition-controlled)



while …



endwhile



while answer != "Correct"
    answer = input("New answer")
endwhile



Will loop until the user inputs the string “Correct”.  Check 
condition is carried out before entering loop.



DO WHILE loop
(Condition-controlled)



do



until …



do 
    answer = input("New answer")
until answer == "Correct"
Will loop until the user inputs the string “Correct”.  Loop iterates 
once before a check is carried out.
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Selection
IF-THEN-ELSE if … then 



elseif … then 
else
endif



if answer == "Yes" then 



    print("Correct")



elseif answer == "No" then



    print("Wrong")



else 



    print("Error")



endif



CASE SELECT or
SWITCH



switch … :



    case … :



    case … :



    default:



endswitch



switch day :



    case "Sat":



        print("Saturday")



    case "Sun":



        print("Sunday")



    default:



        print("Weekday")



endswitch



Concept	 Keyword(s)/Symbols	 Example
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Concept Keyword(s)/Symbols Example



String handling/operations
String length .length subject = "ComputerScience"



subject.length gives the value 15



Substrings



Concatenation



.substring(x , i)



.left(i)



.right(i)



+



subject.substring(3,5) returns "puter"
subject.left(4) returns "Comp"
subject.right(3) returns "nce" 
x is starting index; i is number of characters; 0 
indexed



print(stringA + stringB)



print("Hello, your name is: " + name)



Uppercase .upper subject.upper gives "COMPUTERSCIENCE"



Lowercase .lower subject.lower gives "computerscience"



ASCII Conversion ASC(…)
CHR(…)



ASC(A) returns 65 (numerical)
CHR(97) returns ‘a’ (char)
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Concept Keyword(s)/Symbols Example



File handling 



Open open(…) myFile = open("sample.txt")



Note that the file needs to be stored as a variable.



Close .close() myFile.close()



Read line .readLine() myFile.readLine() returns the next line in the file



Write line .writeLine(…) myFile.writeLine("Add new line")



Note that the line will be written to the END of the file.



End of file .endOfFile() while NOT myFile.endOfFile()
    print(myFile.readLine())
endwhile



Create a new file newFile() newFile("myText.txt")



Creates a new text file called "myText". The file would then 
need to be opened using the above command for Open.



Arrays



Declaration



Arrays are 0 indexed
Arrays only store a single 
data type



array colours[…]



array gameboard[…,…] = …



array colours[5]
Creates 1D array with 5 elements (index 0 to 4).



array colours = ["Blue", "Pink", "Green", 
"Yellow", "Red"]
Arrays can be declared with values assigned.



array gameboard[8,8]
Creates 2D array with 8 elements (index 0 to 7).



Assignment names[…] = …
gameboard[…,…] = …



names[3] = "Noni"
gameboard[1,0] = "Pawn"
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Concept Keyword(s)/Symbols Example



Sub programs 



Procedure procedure name(…)



endprocedure



procedure agePass()
    print("You are old enough to ride")
endprocedure



procedure printName(name)
    print(name)
endprocedure



procedure multiply(num1, num2)
    print(num1 * num2)
endprocedure



Calling a procedure procedure(parameters) agePass()



printName(parameter)



multiply(parameter1, parameter2)



Function function name(…)
    …
    return …
endfunction



function squared(number)
    squared = number^2
    return squared
endfunction



Calling a function function(parameters) print(squared(4))



newValue = squared(4)
Note: Function returns should be stored in a variable if needed 
for later use in a program.



Random numbers



Random numbers random(…,…) myVariable = random(1,6)
Creates a random integer between 1 and 6 inclusive.



myVariable = random(-1.0,10.0)
Creates a random real number between -1.0 and 10.0 inclusive.



Concept Keyword(s)/Symbols Example



File handling 



Open open(…) myFile = open("sample.txt")



Note that the file needs to be stored as a variable.



Close .close() myFile.close()



Read line .readLine() myFile.readLine() returns the next line in the file



Write line .writeLine(…) myFile.writeLine("Add new line")



Note that the line will be written to the END of the file.



End of file .endOfFile() while NOT myFile.endOfFile()
    print(myFile.readLine())
endwhile



Create a new file newFile() newFile("myText.txt")



Creates a new text file called "myText". The file would then 
need to be opened using the above command for Open.



Arrays



Declaration



Arrays are 0 indexed
Arrays only store a single 
data type



array colours[…]



array gameboard[…,…] = …



array colours[5]
Creates 1D array with 5 elements (index 0 to 4).



array colours = ["Blue", "Pink", "Green", 
"Yellow", "Red"]
Arrays can be declared with values assigned.



array gameboard[8,8]
Creates 2D array with 8 elements (index 0 to 7).



Assignment names[…] = …
gameboard[…,…] = …



names[3] = "Noni"
gameboard[1,0] = "Pawn"
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3d.	 Command words 



The command words below will be used consistently in all assessment material and resources.



Command word Definition



Add Join something to something else so as to increase the size, number, or amount.



Analyse Break down in order to bring out the essential elements or structure. Identify parts 
and relationships, and interpret information to reach conclusions.



Annotate Add brief notes to a diagram or graph.



Calculate Obtain a numerical answer showing the relevant stages in the working.



Compare Give an account of the similarities and differences between two (or more) items or 
situations, referring to both (all) of them throughout. 



Complete Provide all the necessary or appropriate parts.



Convert Change the form, character, or function of something.



Define Give the precise meaning of a word, phrase, concept or physical quantity.



Describe Give a detailed account or picture of a situation, event, pattern or process.



Design Produce a plan, simulation or model.



Discuss Offer a considered and balanced review that includes a range of arguments, factors 
or hypotheses. Opinions or conclusions should be presented clearly and supported 
by appropriate evidence.



Draw Produce (a picture or diagram) by making lines and marks on paper with a pencil, 
pen, etc.



Evaluate Assess the implications and limitations. Make judgements about the ideas, works, 
solutions or methods in relation to selected criteria. 



Explain Give a detailed account including reasons or causes. 



Give Present information which determines the importance of an event or issue, or to 
show causation.



How In what way or manner; by what means. 



Identify Provide an answer from a number of possibilities. Recognise and state briefly a 
distinguishing factor or feature.



Justify Give valid reasons or evidence to support an answer or conclusion.



Label Add title, labels or brief explanation(s) to a diagram or graph.



List Give a sequence of brief answers with no explanation.



Order Put the responses into a logical sequence.



Outline Give a brief account or summary. 



Refine Make more efficient, improve, modify or edit. 
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Command word Definition



Show Give steps in a derivation or calculation. 



Solve Obtain the answer(s) using algebraic and/or numerical and/or graphical methods.



State Give a specific name, value or other brief answer without explanation or calculation.



Tick Mark (an item) with a tick or select (a box) on a form, questionnaire, etc. to indicate 
that something has been chosen.



What Asking for information specifying something.



Write/Rewrite Mark (letters, words, or other symbols) on a surface, typically paper, with a pen, 
pencil, or similar implement/write (something) again so as to alter or improve it.
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3e.	 Assessment Objectives



There are three Assessment Objectives (AOs) in OCR GCSE (9–1) in Computer Science. These are detailed in the 
table below.



Students are expected to:



Assessment Objective



AO1 Demonstrate knowledge and understanding of the key concepts and principles of Computer 
Science.



AO2 Apply knowledge and understanding of key concepts and principles of Computer Science.



AO3 Analyse problems in computational terms:
•	 to make reasoned judgements
•	 to design, program, evaluate and refine solutions.



The relationship between the Assessment Objectives and the components are shown in the following table:



Component
% of overall GCSE (9–1) in Computer Science (J277)



AO1 AO2 AO3



Computer systems (J277/01) 21 29 0



Computational thinking, algorithms and 
programming (J277/02)



9 11 30



Total (%) 30% 40% 30%



Assessment Objective weightings in OCR GCSE (9–1) in Computer Science



3f.	 Assessment availability



There will be one examination series available each 
year in May/June to all students. 



All examined components must be taken in the same 
examination series at the end of the course. 



This specification will be certificated from the June 
2022 examination series onwards.



3g.	 Retaking the qualification



Students can retake the qualification as many times as 
they wish. They must retake all examined components 
of the qualification.
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3h.	 Assessment of extended response



The assessment materials for this qualification 
provide students with the opportunity to 
demonstrate their ability to construct and develop a 
sustained and coherent line of reasoning. 



Marks for extended responses are integrated into the 
marking criteria for Component 1.



Synoptic assessment tests students’ understanding of 
the connections between different elements of the 
subject. It involves the explicit drawing together of 
knowledge, skills and understanding within different 
parts of the GCSE (9–1) Computer Science course.



Examination questions in Component 1 and 
Component 2 will expect students to combine 
understanding from across the specification in order 
to provide a full response.



3j.	 Synoptic assessment 



3k.	 Calculating qualification result



A student’s overall qualification grade for GCSE (9–1) 
in Computer Science will be calculated by adding 
together their marks from the two written 
examinations – Component 1 and Component 2.



This mark will then be compared to the qualification-
level grade boundaries for the entry option taken by 
the student, and for the relevant exam series, to 
determine the student’s overall qualification grade.



3i.	 Mathematical skills requirement



In the context of Assessment Objective 2, ‘apply’ 
means using knowledge and understanding in a 
particular context or contexts. It includes both 



practical and theoretical contexts, and the use  
of computing-related mathematics within those 
contexts. 
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4	 Admin: what you need to know



The information in this section gives an overview of the processes involved in administering this qualification. 
All of the following processes require you to submit something to OCR by a specific deadline. More information 
about the processes and deadlines involved at each stage of the assessment cycle can be found in the 
Administration area of the OCR website.



OCR’s Admin overview is available on the OCR website at http://www.ocr.org.uk/administration



4a.	 Pre-assessment



Estimated entries



Estimated entries are your best projection of the 
number of students who will be entered for a 
qualification in a particular series. Estimated entries 



should be submitted to OCR by the specified 
deadline. They are free and do not commit  
your centre in any way.



Final entries



Final entries provide OCR with detailed data for  
each student, showing each assessment to be taken.  
It is essential that you use the correct entry code, 
considering the relevant entry rules and ensuring  
that you choose the entry option for the moderation 
you intend to use. 



Final entries must be submitted to OCR by the 
published deadlines or late entry fees will apply.



All students taking a GCSE (9–1) in Computer  
Science must be entered for the following entry 
option.



Entry option Components



Entry code Title Code Title Assessment type



J277 Computer 
Science



01 Computer systems External assessment



02 Computational thinking, 
algorithms and programming



External assessment



4
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4b.	 Special consideration 



Special consideration is a post-assessment 
adjustment to marks or grades to reflect temporary 
injury, illness or other indisposition at the time the 
assessment was taken. 



Detailed information about eligibility for special 
consideration can be found in the JCQ publication  
A guide to the special consideration process.



4c.	 External assessment arrangements



Regulations governing examination arrangements are 
contained in the JCQ publication Instructions for 
conducting examinations.



Students are not permitted to use a calculator in 
either of the externally assessed components.



Head of Centre Annual Declaration



The Head of Centre is required to provide a 
declaration to the JCQ as part of the annual NCN 
update, conducted in the autumn term, to confirm 
that the centre is meeting all of the requirements 
detailed in the specification.



Any failure by a centre to provide the Head of Centre 
Annual Declaration will result in your centre status 
being suspended and could lead to the withdrawal of 
our approval for you to operate as a centre.



Private candidates



Private candidates may enter for OCR assessments. 



A private candidate is someone who pursues a course 
of study independently but takes an examination or 
assessment at an approved examination centre. A 
private candidate may be a part-time student, 
someone taking a distance learning course, or 
someone being tutored privately. They must be based 
in the UK. 



Private candidates need to contact OCR approved 
centres to establish whether they are prepared to 
host them as a private candidate. The centre may 
charge for this facility and OCR recommends that the 
arrangement is made early in the course.



Further guidance for private candidates may be found 
on the OCR website: http://www.ocr.org.uk



4
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4d.	 Practical Programming skills administration requirements



It is a requirement for all centres to complete and 
submit a Practical Programming Statement for each 
year in which students are entered for a GCSE (9–1) in 
Computer Science.



By signing the statement, your centre is confirming 
that it has given all students the opportunity to 
undertake a programming task or tasks during their 
course of study, as outlined in Section 2d. 



The Practical Programming Statement can be 
downloaded from our website at www.ocr.org.uk



Any failure to submit to OCR a Practical Programming 
Statement in a timely manner may result in a 
malpractice/maladministration investigation.



Results



Results are released to centres and students for 
information and to allow any queries to be resolved 
before certificates are issued. 



Centres will have access to the following results 
information for each student:



•	 the grade for the qualification
•	 the raw mark for each component.



The following supporting information will be available:
•	 raw mark grade boundaries for each 



component.



Until certificates are issued, results are deemed to be 
provisional and may be subject to amendment. 



A student’s final results will be recorded on an OCR 
certificate. The qualification title will be shown on the 
certificate as ‘OCR Level 1/Level 2 GCSE (9–1) in 
Computer Science’.



4e.	 Results and certificates



Grade scale



GCSE (9–1) qualifications are graded on the scale: 9–1, 
where 9 is the highest. Students who fail to reach the 
minimum standard of 1 will be Unclassified (U). 



Only subjects in which grades 9 to 1 are attained will 
be recorded on certificates.



4
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4f.	 Post-results services



A number of post-results services are available:



•	 Review of results – If you are not happy with 
the outcome of a student’s results, centres may 
submit a review of results. 



•	 Missing and incomplete results – This service 
should be used if an individual subject result for 
a student is missing, or the student has been 
omitted entirely from the results supplied.



•	 Access to scripts – Centres can request access 
to marked scripts.



4g.	 Malpractice 



Any breach of the regulations for the conduct  
of examinations may constitute malpractice (which 
includes maladministration) and must be reported to 
OCR as soon as it is detected.



Detailed information on malpractice can be found in 
the JCQ publication Suspected Malpractice in 
Examinations and Assessments: Policies and 
Procedures.



4
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5	 Appendices



5a.	 Grade descriptors



Grade 8



To achieve grade 8 candidates will be able to:



•	 demonstrate relevant and comprehensive knowledge and understanding of fundamental concepts and 
principles including digital systems and societal impacts



•	 effectively apply fundamental concepts, principles and mathematical skills, using sustained analytical, 
logical and evaluative computational thinking, to a wide range of complex problems



•	 develop and refine a complete solution that meets the requirements of a substantial problem.



Grade 5



To achieve grade 5 candidates will be able to:



•	 demonstrate mostly accurate and appropriate knowledge and understanding of fundamental concepts 
and principles including digital systems and societal impacts



•	 appropriately apply fundamental concepts, principles and mathematical skills, using analytical, logical and 
evaluative computational thinking, to a range of problems



•	 produce a working solution that meets most requirements of a substantial problem.



Grade 2



To achieve grade 2 candidates will be able to:



•	 demonstrate limited knowledge and understanding of fundamental concepts and principles including 
digital systems and societal impacts



•	 apply fundamental concepts, principles and mathematical skills, using basic analytical and logical 
computational thinking, to straightforward problems with limited accuracy



•	 produce a partially working solution that meets some requirements of a substantial problem.
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5b.	 Overlap with other qualifications



The knowledge, understanding and skills that  
are developed throughout this qualification are 



distinct and have very little overlap with other 
qualifications.



5c.	 Accessibility



Reasonable adjustments and access arrangements 
allow students with special educational needs, 
disabilities or temporary injuries to access the 
assessment and show what they know and can do, 
without changing the demands of the assessment. 
Applications for these should be made before the 
examination series. 



Detailed information about eligibility for access 
arrangements can be found in the JCQ Access 
Arrangements and Reasonable Adjustments. 



The GCSE (9–1) qualification and subject criteria have 
been reviewed in order to identify any feature which 
could disadvantage students who share a protected 
characteristic as defined by the Equality Act 2010.  
All reasonable steps have been taken to minimise  
any such disadvantage.
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This specification is an updated version of the J276 GCSE (9–1) Computer Science specification to meet Ofqual 
requirements introduced for first assessment 2022.  All exam boards offering GCSE Computer Science have to 
assess Practical Programming skills in the external examination from 2022 onwards.



We have summarised the key changes between our J276 and J277 specifications on the next page.
ii



Date Version Section Title of section Change
June 2020 2 2b - 1.2.3, 1.2.4, 



1.3.1, 1.5.1



2c - 2.1.3, 2.2.3, 
2.3.2



Content of Computer 
systems (J277/01)



Content of Computational 
thinking, algorithms and 
programming (J277/02)



Based on feedback 
received, we have updated 
our guidance to provide 
additional support and 
greater clarity.  A black line in 
the margin indicates where 
an update has been made.



Exam Reference 
Language



String handling/operations Added concatenation 
Arrays Added an additional way of 



declaring 1D arrays
7 Pathways for computing New section to provide 



information on other OCR 
computing qualifications 
available



Various Various Minor updates marked with 
a black line in the margin



January 2021 2.1 Cover Update to specification 
covers to meet digital 
accessibility standards



6	 Summary of updates



6



J277: Summary of updates
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J276 to J277: Summary of updates – key changes



Throughout the process of updating our specification, we engaged with teachers and listened to their feedback.  
In our survey to teachers and examiners, 100% of respondents said the specification was either extremely or 
very familiar. 



Guidance column added We have introduced a guidance column in response 
to customer feedback.  Having consulted with 
teachers, we have made the content tables landscape 
to make them easier to read.



Content divided into sub-sections   In response to teacher feedback we have divided the 
content into sub-sections and made sure this was in a 
logical order for teaching. You may notice the content 
has moved around in some places.



OCR Pseudocode guide is now the OCR Exam 
Reference Language



The format of the OCR Exam Reference Language is 
different to the previous pseudocode guide to make it 
easier to read, with more examples of its use 
included.



Moved content out of the appendices The J276 specification had a lot of information in the 
appendices.  Teachers told us they’d prefer to see this 
information at the relevant point within the 
specification e.g. Boolean logic tabulation of symbols.



Data representation moved from  
Component 2 to Component 1



We have moved data representation content to 
Component 1 where it is better suited to the theme 
of the Component.  It also allows us to insert the new 
assessment of programming skills in Component 2 
where it fits best. 



Practical Programming skills are assessed by 
examination in Component 2, Section B.



See sections 3a and 3b of the specification for more 
information.



We have added some content We have added some content to enable us to assess 
practical programming skills in the examination, see 
2.1, 2.2, 2.3, and 2.5. We have also, for example, 
refreshed our networks section.



We have updated some content We have updated content e.g. the Data Protection Act 
from 1998 to 2018.



We have removed some content To balance out the additional content, we took the 
opportunity to review and remove some of our 
existing content.  E.g. packet switching, the concept of 
virtual networks, characteristics of an assembler, and 
check digits. 
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Career and 
progressionKS3 KS4 KS5



KS4 qualifications



We offer a range of qualifications at KS4, each with a different focus. This allows you the ultimate flexibility in how you 
shape your computing curriculum to suit a wide range of students’ needs.



GCSE (9–1) Computer Science Computer systems, computational thinking, algorithms 
and programming



Cambridge National Certificate in Information Technologies IT, data management and project management



Cambridge National Certificate in Creative iMedia Websites, animation, gaming concepts, sound



University



Apprenticeship 
Level 2 & 3 / Higher 



Apprenticeship



Employment



Entry Level 
Computer Science



Use Entry Level  
as a potential structure/



assessment for KS3



Entry Level is designed as  
a KS4 course. However, 



some centres may find it a 
useful structure/assessment 



for KS3. 



GCSE (9-1) 
Computer Science*



Guide students towards 
suitable pathway



* Progress 8 and 
performance points



AS Level 
Computer Science**



A Level 
Computer Science**



Stimulating and 
engaging KS5 options



Cambridge Nationals 
Creative iMedia*



Cambridge Nationals 
Information 



Technologies*



** Performance points



† Performance points 
apply to certain 



qualifications



Cambridge Technicals 
IT Level 2 and 3†



7	 Pathways for Computing
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need to deliver our specifications. 



	o Bookmark OCR website for all the latest resources, information and news 
on GCSE (9-1) Computer Science



	o Be among the first to hear about support materials and resources as they 
become available – register for GCSE (9-1) Computer Science



	o Find out about our professional development 



	o Discover our new online past paper service 



	o Learn more about Active Results
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Download high-quality, exciting 
and innovative GCSE (9-1) Computer 
Science resources from ocr.org.uk/
gcsecomputerscience
Resources and support for our GCSE (9-1) Computer Science 
qualification, developed through collaboration between 
our Computer Science Subject Advisors, teachers and other 
subject experts, are available from our website. You can also 
contact our Computer Science Subject Advisors who can give 
you specialist advice, guidance and support.



Contact the team at: 



01223 553998



computerscience@ocr.org.uk



@OCR_ict



To stay up to date with all the relevant news about our 
qualifications, register for email updates at ocr.org.uk/updates



Visit our Online Support Centre at support.ocr.org.uk
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 Topic (Click link to access “CraignDave“ 
Video) 


ClearRevise 
Pages 


CTS Website Link 


Architecture of 
the CPU 


• The purpose of the CPU  


• Common CPU components and their 
features.  


• Von Neumann architecture 


Pg 2-3 


System Architecture  
Von Neumann 
Architecture 


 


Primary storage 
(Memory) 


• The need for Primary Storage 


• RAM and ROM 


• Virtual Memory 
 


Pg 6-7 
System Architecture 


Primary Memory 
 


Secondary 
storage 


• The need for secondary storage 


• Common Types of Storage 


• Suitable storage devices and storage 
media 


Pg 8-9 
System Architecture 
Secondary Storage 


 


Units • The units of data storage Pg 11 
Data Representation 


Units 


Data Storage • Converting between denary and 
binary 


• Converting between denary and 2-bit 
hexadecimal 


• Adding two bit binary integers 


• Binary shifts (multiplication / division) 


• Characters. 


• Images.  


• Sound. 


Pg 12-16 
Pg 17 
Pg 18-19 
Pg 20 


Data Representation 
 


Compression • All subtopics to be covered Pg 21 
Data Representation 


 


Networks and 
topologies 


• Factors that affect the performance of 
networks.  


• The hardware needed to connect 
stand-alone computers into a Local 
Area Network.  


• The Internet as a worldwide collection 
of computer networks. 


Pg 23 
Pg 24 
Pg 28 


Networks 
 


All topics except for  
Virtual networks Wired and 


wireless 
networks, 
protocols and 
layers 


• Modes of connection.  


• Encryption. 


• IP addressing and MAC addressing.  


• Standards.  


• Common protocols. 


Pg 29 
Pg 30 
Pg 31 
Pg 32 


Identifying and 
preventing 
vulnerabilities 


• Threats posed to networks 


• Common prevention methods 


• Forms of attack 
Pg 35 


System Security 
Cyber Prevention  


 
System security  
Cyber Threats 


Ethical, legal, 
cultural and 
environmental 
impact 


• Privacy    


• Cultural impacts 


• Environmental impacts 


• Impact on a wider society 


• Legislation 
 


Pg 40-41 
Pg 43 


Ethical, Legal, Cultural 
and Environmental  


 
All webpages except 


from open source and 
proprietary software 
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https://www.youtube.com/watch?v=hk9LPXzYeT0&list=PLCiOXwirraUAEhj4TUjMxYm4593B2dUPF&index=2

https://www.youtube.com/watch?v=hk9LPXzYeT0&list=PLCiOXwirraUAEhj4TUjMxYm4593B2dUPF&index=2

https://www.youtube.com/watch?v=KBmoqwVt4Qg&list=PLCiOXwirraUAEhj4TUjMxYm4593B2dUPF&index=3

https://sites.google.com/view/ctscomputing/gcse/1-system-architecture/system-von-neumann-architecture?authuser=0

https://sites.google.com/view/ctscomputing/gcse/1-system-architecture/system-von-neumann-architecture?authuser=0

https://sites.google.com/view/ctscomputing/gcse/1-system-architecture/system-von-neumann-architecture?authuser=0

https://www.youtube.com/watch?v=dhQOkkZXu5w&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=1

https://www.youtube.com/watch?v=Q2pzT6oYPWg&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=2

https://www.youtube.com/watch?v=M31SS70Od08&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=3

https://sites.google.com/view/ctscomputing/gcse/1-system-architecture/system-ram-and-rom?authuser=0

https://sites.google.com/view/ctscomputing/gcse/1-system-architecture/system-ram-and-rom?authuser=0

https://www.youtube.com/watch?v=FNwA-h_tfPo&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=4

https://www.youtube.com/watch?v=qIy_wgo03Oo&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=5

https://www.youtube.com/watch?v=xfDwcdap5LA&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=6

https://www.youtube.com/watch?v=xfDwcdap5LA&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=6

https://sites.google.com/view/ctscomputing/gcse/1-system-architecture/system-common-storage-types?authuser=0

https://sites.google.com/view/ctscomputing/gcse/1-system-architecture/system-common-storage-types?authuser=0

https://www.youtube.com/watch?v=jBXWZbHPLWI&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=8

https://sites.google.com/view/ctscomputing/gcse/2-data-representation/datarep-units?authuser=0

https://sites.google.com/view/ctscomputing/gcse/2-data-representation/datarep-units?authuser=0

https://www.youtube.com/watch?v=pCIUh20mNlA&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=10

https://www.youtube.com/watch?v=pCIUh20mNlA&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=10

https://www.youtube.com/watch?v=nmbr7GxN6TA&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=11

https://www.youtube.com/watch?v=nmbr7GxN6TA&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=11

https://www.youtube.com/watch?v=3K_Nw_pDzUQ&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=12

https://www.youtube.com/watch?v=B_3W5C7ppE4&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=13

https://www.youtube.com/watch?v=9oYV4JvSsok&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=14

https://www.youtube.com/watch?v=6EfxuAOKZKc&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=15

https://www.youtube.com/watch?v=Ed7AFAzB8PM&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=16

https://sites.google.com/view/ctscomputing/gcse/2-data-representation?authuser=0

https://www.youtube.com/watch?v=kOFA8FPL5kE&list=PLCiOXwirraUCaJP5LxCsFXWgX1_S-liGM&index=17

https://sites.google.com/view/ctscomputing/gcse/2-data-representation/datarep-compression?authuser=0

https://www.youtube.com/watch?v=E_9mlCpmnuk&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=3

https://www.youtube.com/watch?v=E_9mlCpmnuk&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=3

https://www.youtube.com/watch?v=7fKRPQltvz4&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=4

https://www.youtube.com/watch?v=7fKRPQltvz4&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=4

https://www.youtube.com/watch?v=7fKRPQltvz4&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=4

https://www.youtube.com/watch?v=u0uPibV0JOw&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=5

https://www.youtube.com/watch?v=u0uPibV0JOw&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=5

https://sites.google.com/view/ctscomputing/gcse/6-networking?authuser=0

https://www.youtube.com/watch?v=MeKllP5f-R8&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=7

https://www.youtube.com/watch?v=pe6Wbfl9qt4&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=8

https://www.youtube.com/watch?v=p9D0Ca3VNpM&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=9

https://www.youtube.com/watch?v=_xwKBxDs7aY&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=10

https://www.youtube.com/watch?v=ncGIs1Wnxn8&list=PLCiOXwirraUBnOLZCIxrLTSuIfgvYeWj-&index=11

https://www.youtube.com/watch?v=jlvvek8n5g8&list=PLCiOXwirraUC2Af_tiNOVMbc35YcrudcP&index=1

https://www.youtube.com/watch?v=XJEjQN-CEDk&list=PLCiOXwirraUC2Af_tiNOVMbc35YcrudcP&index=3

https://www.youtube.com/watch?v=4f05t8ppJfk&list=PLCiOXwirraUC2Af_tiNOVMbc35YcrudcP&index=2

https://sites.google.com/view/ctscomputing/gcse/8-system-security-and-software/cyber-cyber-prevention?authuser=0

https://sites.google.com/view/ctscomputing/gcse/8-system-security-and-software/cyber-cyber-prevention?authuser=0

https://sites.google.com/view/ctscomputing/gcse/8-system-security-and-software/cyber-cyber-threats?authuser=0

https://sites.google.com/view/ctscomputing/gcse/8-system-security-and-software/cyber-cyber-threats?authuser=0

https://www.youtube.com/watch?v=6zTOHgTT9qw&list=PLCiOXwirraUCJmKc7xDNgrKdUNIxIeQbi&index=2

https://www.youtube.com/watch?v=fHOHOqIdhh8&list=PLCiOXwirraUCJmKc7xDNgrKdUNIxIeQbi&index=3

https://www.youtube.com/watch?v=g91-xCNv8-E&list=PLCiOXwirraUCJmKc7xDNgrKdUNIxIeQbi&index=4

https://www.youtube.com/watch?v=X_NKAJ9j2Qs&list=PLCiOXwirraUCJmKc7xDNgrKdUNIxIeQbi&index=5

https://www.youtube.com/watch?v=cswBJir5Sd0&list=PLCiOXwirraUCJmKc7xDNgrKdUNIxIeQbi&index=6

https://sites.google.com/view/ctscomputing/gcse/5-ethical-legal-cultural-and-environmental-concerns?authuser=0

https://sites.google.com/view/ctscomputing/gcse/5-ethical-legal-cultural-and-environmental-concerns?authuser=0
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CAN YOU IDENTIFY AND DESCRIBE COMPUTER SYSTEMS?









You should be able to:



· identify and describe computer systems: o CPU



o input devices o output devices o backing storage o data bus



o  address bus



o  ports and connectivity





CPU

[image: ]





ALU



registers	controller



internal



memory









The CPU (Central Processing Unit) is the main component in a computer for processing data and instructions. It could be considered as the computing equivalent of the human brain. It is a hardware device that is made up of many sub components:



· controller

· ALU: arithmetic/logic unit



· registers

· internal memory

· buses



All of these components have their own specific function. These are discussed in further detail on page 7.
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[bookmark: page5][image: ]Input devices



An input device allows data, such as text, images, video or sound, to be entered into a computer system.



Some common hardware input devices are shown below:

[image: ][image: ]













graphics tablet [image: ][image: ]     mouse
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keyboard	microphone





Output devices



There are many outputs created by a computer system. These include printed document, on-screen data, sound. An output device allows data to be communicated by the computer in a human-friendly form, for example, sound being output by a speaker. Some common hardware output devices are shown below:
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speakers	[image: ][image: ]     projector
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monitor	printer
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[bookmark: page6][image: ]In the TCP/IP protocol, the ports are numbered 1 to 65535. Commonly used ports include port 80, for HTTP web access and port 25 for SMTP sending email.

INTERESTING FACT

Backing storage



This is where data is stored when it is not being actively used, usually for retrieval at a later date. These are discussed in further detail on pages 15 and 16.



Address bus and data bus



When data is saved or loaded from memory, the address at which it is to be stored or loaded from must be sent. The storage address of data always travels along an address bus.



Data will then need to be moved between several parts of a computer. The path along which data travels is called a data bus.



Ports and connectivity



Hardware ports





In computer hardware, a port serves as an interface between the computer and other computers or devices. Physically, it is a piece of equipment to which a plug or cable connects. An example of different hardware ports can be seen below.
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HDMI	USB	USB	audio in	audio out



Software ports





Software ports are also used in computer systems. These are non-physical ports and are completely different from hardware ports. They allow multiple software applications to use different software ports



on the same physical connection. Software ports are discussed in further detail on page 53.
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UNDERSTANDING THE CENTRAL PROCESSING UNIT (CPU)









You should be able to:



· demonstrate an understanding of the Central Processing Unit (CPU), including:



o  controller



o arithmetic and logic unit (ALU) o internal memory



o register o buses





Components of the CPU: controller, arithmetic and logic unit (ALU), internal memory,





registers, buses







input



device



control bus

data bus




CPU
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ALU



registers	internal	controller



memory







address bus



RAM












output



device







Controller



The controller sends and receives signals from all parts of the computer. This ensures that all processes take place at the right time and in the correct order. These signals travel along a control bus.



Here is an example of a controller in operation:
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Arithmetic and logic unit (ALU)



The ALU is the part of the CPU that processes and manipulates data. It performs simple calculations on the data that is temporarily stored in the registers. Examples of calculations that an ALU might perform are addition and subtraction.



The ALU is also able to perform comparisons on data. It is these comparisons that allow programs to make use of choice – e.g. in a high-level language an IF statement.





Registers



A register is a storage location found on the CPU where data or control information is temporarily stored. Registers are usually much faster to access than internal memory, since they have to be accessed so often.






KEY DEFINITIONS





Controller: manages the execution of instructions



ALU: processes and manipulates data



Register: fast access temporary data store



Internal memory: fast access memory on the CPU



Bus: connects different parts of the computer





An accumulator is a common example of a register. This is the register used by the ALU to store the results of its calculations.



Internal memory



Internal memory (sometimes called level 1 cache memory) is fast access temporary storage on the CPU. Data is moved from the registers to the internal memory when it is not being actively used. Data from internal memory can then either be written to RAM or called back into the registers for further processing. This process of using internal memory speeds up the processing of data.



Buses



Buses allow data to be transferred to different parts of the computer. There are three main buses used by the CPU. Two of these, the address bus and the data bus, are discussed on page 4. The third bus is called the control bus.



The control bus is used by the controller to send control signals to different parts of the computer.
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8



[bookmark: page9][image: ]Explaining the role of the CPU in fetching and executing instructions stored in memory



The fetch-decode-execute cycle



There are three steps to processing instructions given by a currently running program:



1. The next instruction is fetched from memory into the control unit.



2. This instruction is then decoded to determine the action that needs to be carried out.



3. The instruction is executed.





Here is a simplified example of the fetch-decode-execute cycle, where the instruction is to add two numbers:

[image: ][image: ]









































































































9



[bookmark: page10][image: ][image: ]

HOW IS PERFORMANCE AFFECTED BY FUNCTIONS?









You should be able to:



· explain how performance is affected by functions, including:



o size of cache o speed of clock o number of cores



o  types of processors





Size of cache, speed of clock, number of cores, types of processors



Size of cache





Cache memory is a fast access type of memory that is very expensive. Due to its cost, only small amounts of cache memory are present in most computer systems. Cache memory improves the performance of the CPU as it is able to provide instructions and data to the CPU at a much faster rate than other system memory such as RAM. The more cache memory your system has, the better its performance is likely to be.



Speed of clock





The speed at which a processor operates is called the clock speed. The faster the clock speed, the faster the computer is able to run the fetch-decode-execute cycle and therefore process more instructions.





The speed of the processor is measured in Hertz (Hz). One clock tick per second would be measured as 1 Hz. Therefore a processor that operates at 1,000 clock ticks per second would be a 1,000 Hz processor, also known as a 1 kHz processor.



At this stage, it is a good time to introduce prefix multipliers for clock speeds:



		Prefix

		Symbol

		Multiplier

		Power of 10



		Kilo

		k

		1,000

		103



		Mega

		M

		1,000,000

		106



		Giga

		G

		1,000,000,000

		109







A typical modern day home computer would have a 2.5 GHz processor. This means the clock speed of the processor runs at 2,500,000,000 Hz or clock ticks per second.

[image: ]
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INTERESTING FACT



Most CPUs are cooled using a fan to blow air over their surface. Liquid cooling systems have been found to be more effective at cooling CPUs, although the water used in these systems conducts electricity and can therefore be dangerous. A computer designer, Seymour Cray, designed a computer cooling system that used artificial human blood to cool the CPU, as it does not conduct electricity.


The clock speed inside the CPU can sometimes be changed. A processor can be set to run faster than its original design. By doing this however, it uses more energy and produces more heat. If this heat is not removed through cooling, the CPU can overheat, which will damage the CPU and shorten its lifespan. This is called overclocking.







Some computer systems, especially mobile devices, set the clock speed of the CPU lower than its original design. This results in less power consumption, less heat being produced and will therefore increase the battery life of the device. This is called underclocking.





Some devices are able to change their own clock speed dynamically. For example, when your computer is idle, the clock speed may be set at a lower rate than if you were running a CPU intensive program, such as a computer game.



Number of cores





We assumed on page 7 that each CPU has only one core. However, this isn’t always the case, as some CPU’s have multiple cores. You may be familiar with the terms ‘dual-core’ and ‘quad-core’, so what exactly do these terms mean?





A core is the term used to describe the processing components within the CPU. Multi-core processors therefore have many processing components within the same CPU. Below is a diagram that illustrates a number of instructions waiting to be processed in single-core and dual-core CPUs.



Single-core	Dual-core
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Instruction	Instruction	Instruction	Instruction
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[bookmark: page12][image: ]In a single-core CPU each instruction is processed one after the other, whereas in a dual-core CPU, two instructions may be processed at the same time. In theory,a dual-core CPU should be able to process instructions twice as fast as a single-core CPU. However, this isn’t always the case as sometimes Instruction 2 may need the result of Instruction 1 before it can be processed.

[image: ]







On the whole though, a computer running many programs at the same time will run faster on a multi-core processor than on a single‐core processor.



Types of processors





There are two main types of processor, namely Instruction Set Computer (CISC).






INTERESTING FACT



Many high-end gaming consoles include CPUs with multiple



cores. The Sony Playstation 3 has an 8 core CPU.















Reduced Instruction Set Computer (RISC) and Complex







RISC processors can process a limited number of relatively simple instructions. To carry out more complex commands the problem is broken down into a longer list of simpler instructions. The advantage of this is that a RISC processor is able to process these simpler instructions quickly. Processing simpler instructions also requires less circuitry to decode and execute these instructions, which in turn means less power consumption and therefore less heat being generated.





CISC processors can process a large number of complex instructions. This allows the processor to understand and carry out complex tasks with only a few instructions. The advantage of this is that a CISC processor is able to process complex instructions, without having to break them down into many simpler instructions. Processing complex instructions however requires more circuitry to decode and execute these instructions, which in turn means more power consumption and therefore more heat being generated.
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HOW CAN WE DESCRIBE THE FUNCTIONS OF DIFFERENT TYPES OF MEMORY?









You should be able to:



· describe the functions of different types of memory: o Random Access Memory (RAM)



o Read Only Memory (ROM) o flash memory



o  cache memory







Random Access Memory (RAM)





RAM is used for the temporary storage of currently running programs and data. It consists of a large number of store locations each of which is identified by a unique address. The data in each store location can be changed.

[image: ]























RAM is volatile – data is lost when the power is switched off.



Example: When you are working on a word-processed document, the program you are using and the data within the document are both stored in RAM.





Read-only Memory (ROM)





ROM is used for the permanent storage of data. The data in each store location cannot be changed. ROM is permanent –data is not lost when the power is switched off.



Example: ROM can be used for storing the programs such as the BIOS. The disadvantage of using ROM to store the BIOS is that it cannot be upgraded.








KEY INFORMATION





Basic Input Output System (BIOS): A low-level program that handles input and output operations relating to the keyboard and screen of the system. It provides an interface between the hardware and the operating system. One of its primary functions is loading and executing the bootstrap loader – the program that loads the operating system.





Flash memory





Flash memory is used for the permanent storage of data. However, the data stored in flash memory can be changed.

[image: ]
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[bookmark: page14][image: ]Flash memory is permanent – data is not lost when the power is switched off.



Example: Flash memory can be used for storing the programs such as the BIOS, which is advantageous as the BIOS can be upgraded.



Cache memory





Cache memory is used for the temporary storage of frequently accessed data and instructions. It consists of a small number of store locations that can be accessed very quickly by the CPU; it is quicker than RAM.



Cache memory is volatile – this means that data is lost when the power is switched off.



Example: Cache memory often stores the next set of instructions that need to be processed by the CPU as it is an exceedingly fast memory and is located on the processor.



Summary of different types of memory





		

		Permanent

		Volatile

		Data can be

		Speed



		

		

		

		changed

		



		

		

		

		

		



		Cache memory

		

		

		

		



		ROM

		

		

		

		



		RAM

		

		

		

		



		Flash memory

		

		

		

		
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DO YOU KNOW THE FUNCTIONAL CHARACTERISTICS OF SECONDARY STORAGE TECHNOLOGIES?









You should be able to:



· describe the functional characteristics of secondary storage technologies, including:



o functional characteristics: suitability, capacity, durability, portability, speed



o technologies such as: optical, magnetic, solid state, storage in the cloud





Functional characteristics: suitability, capacity, durability, portability, speed

[image: ]





Secondary storage is also known as backing storage.





Data is written from memory to secondary storage when data is no longer being actively used, for retrieval at a later time.






INTERESTING FACT



The first commercial hard disk drives had the capacity to store approximately 5 MB and were the size of a dining room table. They were also called a Winchester Drive.







The time a computer takes to access data stored on secondary storage is longer than the time taken accessing data from memory.



The most frequently used backing storage media are:



		Media

		Suitability

		Typical capacity

		Durability

		Portability

		Speed



		

		Moving relatively

		

		

		

		



		

		small files from work

		2GB–64GB

		

		

		



		Flash drive

		to home

		

		

		

		



		

		

		

		

		

		



		

		

		

		

		

		



		

		Backing up a home

		500MB–4TB

		

		

		



		

		computer system

		

		

		

		



		

		

		

		

		

		



		External hard drive

		

		

		

		

		



		

		

		

		

		

		



		

		Storing multimedia

		650 MB (CD)

		

		

		



		

		

		9 GB (DVD)

		

		

		



		

		files

		

		

		

		



		

		

		50 GB (Blu-ray)

		

		

		



		CD/DVD/Blu-ray disk

		

		

		

		

		



		

		

		

		

		

		



		

		Backing large

		

		

		

		



		

		commercial servers on

		200 GB – 400 GB

		

		

		



		

		multiple tapes

		

		

		

		



		

		

		

		

		

		



		

		

		

		

		

		



		Magnetic tape

		

		

		

		

		



		

		

		

		

		

		



		

		

		

		

		

		



		

		

		

		

		

		



		

		

		15

		

		

		





[image: ][image: ][image: ][image: ][image: ]



[bookmark: page16][image: ]See page 21 for more information.

data is represented by either a 1 or a 0.

KEY INFORMATION

Technologies such as: optical, magnetic, solid state, storage in the cloud



Optical

[image: ]





Optical storage media uses technology such as lasers. Laser beams are projected onto a CD/DVD or Blu-ray disk and if light is reflected





back, then data is read as a 1 and if light is not	BInary digiT (BIT): In computer systems,



reflected back, data is read as a 0. Lasers can be used to read and write information to a disk.



Magnetic





This technology is used in floppy disks, hard disks and tapes. Data is stored on a magnetic medium, which can be a disk or a tape, by writing data using a write-head. Data can then be read by the read-head.



Solid state

[image: ]





Solid state technology is used in storage media such as USB flash memory sticks. The technology is called solid state as it does not have any moving parts, such as a read-head in magnetic storage. Solid state storage technology is increasingly used to replace both magnetic and optical storage, especially in mobile devices, where its low power consumption and high speed access is advantageous.



Storage in the cloud





Storage in the cloud is a contemporary data storage facility that allows users to store their data on third-party servers. They can then access that data from many computing devices.

[image: ]



There are many advantages to this, such as maintenance tasks, backup and data replication. Purchasing additional storage devices becomes the responsibility of the cloud storage service provider.





A disadvantage of storage in the cloud is that an Internet connection is required. Some other disadvantages include the concern for some organisations that personal data held on a third-party server could in fact be physically stored in a country where adequate data protection legislation does not exist. Another disadvantage is that users are solely reliant on the cloud storage provider when it comes to ensuring that their data is stored safely and can be retrieved at a later date.

[image: ]
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DO YOU UNDERSTAND HUMAN-COMPUTER INTERACTION?









You should be able to:



· demonstrate an understanding of human-computer interaction





Human-computer interaction (HCI) is the term used to describe the communication between people and computer systems. To allow a person and a computer system to communicate, an interface is required, often called a human-computer interface.





Different interfaces are provided by the operating system and can be identified by the style of communication they use. Some are entirely text-based whereas others use images to represent different commands.



Graphical User Interface (GUI)

[image: ]





A GUI is a type of interface that allows users to interact with a computer system through graphical icons.





GUIs were introduced to help users, especially beginners, use computer systems as Command Line Interfaces (CLIs) were found to be difficult.



There are many different features of a graphical user interface. These include:



		

		windows

		

		assistants/help files/tutorials



		

		icons

		

		favourite settings/change environment/customisation



		

		menus

		

		shortcuts/hot keys



		

		pointers

		  task bar/ribbon bar/tabs/customised toolbar











Here are some of the benefits and drawbacks of a graphical user interface:



		Benefits

		Drawbacks



		

		Intuitive

		  Requires a large amount of memory



		

		Easy to navigate

		  Is relatively processor intensive



		  Uses Windows, Icons, Menus and Pointers

		  Computing experts may find a GUI slower than a



		

		No complicated commands

		command line interface



		  Data between different software applications is

		  GUIs take up a much larger amount of hard disk



		

		

		





[image: ]
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[bookmark: page18]easily exchanged


space than other interfaces

[image: ]





Menu driven

[image: ]





This type of interface allows people to interact with a computer system by presenting the user and allowing them to work through a series of menus. The iPod Classic is a perfect example of a device that uses a menu driven interface as users are presented with a menu that contains a list of artists. Having chosen an artist, another menu appears with a list of albums belonging to that artist. Following this, another menu is presented with a list of songs belonging to the chosen album.



Here are some of the benefits and drawbacks of a menu driven interface:



		Benefits

		Drawbacks



		  No need to learn a lot of commands

		  Irritating if there are too many menu screens to



		

		Intuitive/easy to understand

		work through – users get annoyed or bored if it



		

		Easy to navigate

		takes too long



		  Ideal for beginners – everything is in a logical

		  Navigating can be a long process



		

		place/order

		



		  No need of expert language to learn

		



		  Little processing power needed

		



		

		



		Voice-driven

		





[image: ]





Voice driven interfaces, also called voice recognition, can be used to issue commands to a computer system and enter data into it. Voice-driven interface is a popular interface as it is natural for people to communicate in this way.



Here are some of the benefits and drawbacks of a voice-driven interface:



		Benefits

		Drawbacks



		  Speech input is much faster than keyboard input

		  Background noise interferes with speech



		  No need to learn to type

		recognition



		  Less danger of RSI

		  User when they have a speech impediment, sore



		  Reduces typing mistakes such as spelling/hitting

		throat, cold or a strong accent will not be



		wrong key

		understood



		  Keyboard takes up room on the desk

		  Users with a disability that prevents speech



		  Users with a disability that prevents typing can

		would need to find a different method for input



		use speech input

		  Difficult to keep data input private as people can



		  Hands-free advantages – can multitask

		hear what you are saying



		  Users find talking more natural than typing.

		  Words that sound the same, such as ‘too’ and



		

		‘two’ may not be recognised



		

		





[image: ]
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[bookmark: page19][image: ]Command Line Interface (CLI)
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A Command Line Interface is an entirely text-based interface that allows a user to communicate with a computer system by typing in commands. However, computer systems will only execute specific commands that are predefined.



Before GUIs were developed, command line interfaces were the most widely used interface.



Here are some of the benefits and drawbacks of a command line interface:



		Benefits

		Drawbacks



		  Quicker to type commands

		  Very confusing for someone who has never used



		  Quicker to input commands as shortcut keys can

		a command line interface



		be used

		  Commands have to be typed precisely. If there



		  Little memory and processing power needed

		is a spelling error the command will fail



		compared with other interfaces

		  A large number of commands need to be learned



		  Little storage space is required (no graphical

		  Instructions cannot be guessed



		images to store)

		  Not suitable for a novice



		  Experts who have memorised the commands

		



		find it very fast to use

		



		

		



		Touch Sensitive Interface

		





[image: ]





Touch sensitive interfaces are becoming more popular and are extensively used in mobile computing devices. Commands are issued or data is input by touching the screen with your finger or a stylus pen. As well as tapping the touch sensitive screen, the screen can interpret other actions made by the user, such as pinching and swiping.



Here are some of the benefits and drawbacks of a touch sensitive interface:



		Benefits

		Drawbacks



		  Very intuitive

		  Screen can be easily damaged/scratched



		  Easier to use as the user simply touches what is

		  Dirty screens are difficult to read



		seen on the display

		  Users must be within arm’s reach of the display



		  No keyboard or mouse is required

		  It is difficult to select small items



		  Touching a visual display of choices requires little

		  User's hand may obscure the screen



		thinking and is a form of direct manipulation that

		  Screens need to be installed at a lower position



		is easy to learn

		and tilted to reduce arm fatigue



		  Easier hand-eye coordination than mice or

		  Some reduction in image brightness may occur



		keyboards

		



		

		





[image: ]
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DATA REPRESENTATION SYSTEMS – CAN YOU RECOGNISE AND EXPLAIN THESE?









You should be able to:



· identify and explain data representation systems: o the nature of data



o  why data needs to be converted into binary format

· binary numbers representing characters



· hexadecimal numbers representing binary numbers



· the terms ‘character set’, Unicode and



American Standard Code for Information Interchange (ASCII)



· truth tables and logical operations: AND, OR





The nature of data





Data is made up of raw facts and figures and can be represented in many different forms including text, numbers, pictures, sounds, video clips. Information can be derived from data when it is processed.



Why data needs to be converted into binary format





You will need to be familiar with three different counting systems. These are denary, binary and hexadecimal.



Denary





The first counting system that you need to be familiar with is the denary counting system, also known as the Base 10 or decimal counting system. In the denary counting system, the digits 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 are used to represent numbers. The number 138 for example, actually means 1 ‘hundred’, 3 ‘tens’ and 8 ‘units’. This gives the total one hundred and thirty-eight:

[image: ]







		102

		101

		100



		100

		10

		1



		1

		3

		8
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The second counting system that you need to be familiar with is the binary counting systems, also known as the Base 2 counting system. In order for data to be processed by a computer system, it must be converted into binary format. This is because computer systems can only store and process Binary digITs, also known as BITs. A BIT is either a 1 or 0. You may think of this as a light switch, where the switch is either ON or OFF:



· If the switch is ON it is stored as the digit 1.



· If the switch is OFF it is stored as the digit 0.



A binary number is a string of BITs, for example 10001010.

[image: ]







		27

		26

		25

		24

		23

		22

		21

		20



		128

		64

		32

		16

		8

		4

		2

		1



		1

		0

		0

		0

		1

		0

		1

		0



		

		

		

		

		

		

		

		







The binary number 10001010 is therefore a binary representation of the denary number 138 (128 + 8 + 2).



For more information see pages 27–8.



Binary numbers representing characters





A character can be a letter, digit, space, punctuation mark or various other symbols. When characters are stored on a computer system, they are stored as a binary number.





It is important that computer systems recognise that characters can be represented differently by other computer systems; otherwise data could not be exchanged between computers.





The terms ‘character set’, Unicode and American Standard Code for Information Interchange (ASCII)





In order to allow for data exchange between computer systems, character sets were devised. A character set is a table that maps a character with a unique binary number.





One such character set is the 7-bit American Standard Code for Information Interchange (ASCII). Part of the ASCII character set, that includes printable characters only, can be seen in the table overleaf.

[image: ]



INTERESTING FACT



Before the widespread adoption of graphical



user interfaces, programmers used the ASCII



character set to design simple interfaces. Try



searching for some on the Internet.
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		Denary

		

		

		Binary

		

		

		Hex

		

		

		Character

		

		

		

		Denary

		

		

		Binary

		

		

		Hex

		

		

		Character

		

		

		

		Denary

		

		

		Binary

		

		

		Hex

		

		

		Character

		



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		32

		

		100000

		

		20

		

		

		space

		

		64

		

		1000000

		

		40

		

		@

		

		

		96

		

		1100000

		

		60

		

		`

		



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		33

		

		100001

		

		21

		

		!

		

		

		65

		

		1000001

		

		41

		

		

		A

		

		97

		

		1100001

		

		61

		

		

		a



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		34

		

		100010

		

		22

		

		"

		

		

		66

		

		1000010

		

		42

		

		

		B

		

		98

		

		1100010

		

		62

		

		

		b



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		35

		

		100011

		

		23

		

		#

		

		

		67

		

		1000011

		

		43

		

		

		C

		

		99

		

		1100011

		

		63

		

		

		c



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		36

		

		100100

		

		24

		

		$

		

		

		68

		

		1000100

		

		44

		

		

		D

		

		100

		

		1100100

		

		64

		

		

		d



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		37

		

		100101

		

		25

		

		%

		

		

		69

		

		1000101

		

		45

		

		

		E

		

		101

		

		1100101

		

		65

		

		

		e



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		38

		

		100110

		

		26

		

		&

		

		

		70

		

		1000110

		

		46

		

		

		F

		

		102

		

		1100110

		

		66

		

		

		f



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		39

		

		100111

		

		27

		

		'

		

		

		71

		

		1000111

		

		47

		

		

		G

		

		103

		

		1100111

		

		67

		

		

		g



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		40

		

		101000

		

		28

		

		(

		

		

		72

		

		1001000

		

		48

		

		

		H

		

		104

		

		1101000

		

		68

		

		

		h



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		41

		

		101001

		

		29

		

		)

		

		

		73

		

		1001001

		

		49

		

		

		I

		

		105

		

		1101001

		

		69

		

		

		i



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		42

		

		101010

		

		

		2A

		*

		

		

		74

		

		1001010

		

		

		4A

		

		J

		

		106

		

		1101010

		

		

		6A

		

		j



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		43

		

		101011

		

		

		2B

		+

		

		

		75

		

		1001011

		

		

		4B

		

		K

		

		107

		

		1101011

		

		

		6B

		

		k



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		44

		

		101100

		

		

		2C

		,

		

		

		76

		

		1001100

		

		

		4C

		

		L

		

		108

		

		1101100

		

		

		6C

		

		l



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		45

		

		101101

		

		

		2D

		-

		

		

		77

		

		1001101

		

		

		4D

		

		M

		

		109

		

		1101101

		

		

		6D

		

		m



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		46

		

		101110

		

		

		2E

		.

		

		

		78

		

		1001110

		

		

		4E

		

		N

		

		110

		

		1101110

		

		

		6E

		

		n



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		47

		

		101111

		

		

		2F

		/

		

		

		79

		

		1001111

		

		

		4F

		

		O

		

		111

		

		1101111

		

		

		6F

		

		o



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		48

		

		110000

		

		30

		

		0

		

		

		80

		

		1010000

		

		50

		

		

		P

		

		112

		

		1110000

		

		70

		

		

		p



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		49

		

		110001

		

		31

		

		1

		

		

		81

		

		1010001

		

		51

		

		

		Q

		

		113

		

		1110001

		

		71

		

		

		q



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		50

		

		110010

		

		32

		

		2

		

		

		82

		

		1010010

		

		52

		

		

		R

		

		114

		

		1110010

		

		72

		

		

		r



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		51

		

		110011

		

		33

		

		3

		

		

		83

		

		1010011

		

		53

		

		

		S

		

		115

		

		1110011

		

		73

		

		

		s



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		52

		

		110100

		

		34

		

		4

		

		

		84

		

		1010100

		

		54

		

		

		T

		

		116

		

		1110100

		

		74

		

		

		t



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		53

		

		110101

		

		35

		

		5

		

		

		85

		

		1010101

		

		55

		

		

		U

		

		117

		

		1110101

		

		75

		

		

		u



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		54

		

		110110

		

		36

		

		6

		

		

		86

		

		1010110

		

		56

		

		

		V

		

		118

		

		1110110

		

		76

		

		

		v



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		55

		

		110111

		

		37

		

		7

		

		

		87

		

		1010111

		

		57

		

		

		W

		

		119

		

		1110111

		

		77

		

		

		w



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		56

		

		111000

		

		38

		

		8

		

		

		88

		

		1011000

		

		58

		

		

		X

		

		120

		

		1111000

		

		78

		

		

		x



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		57

		

		111001

		

		39

		

		9

		

		

		89

		

		1011001

		

		59

		

		

		Y

		

		121

		

		1111001

		

		79

		

		

		y



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		58

		

		111010

		

		

		3A

		:

		

		

		90

		

		1011010

		

		

		5A

		

		Z

		

		122

		

		1111010

		

		

		7A

		

		z



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		59

		

		111011

		

		

		3B

		;

		

		

		91

		

		1011011

		

		

		5B

		[

		

		

		123

		

		1111011

		

		

		7B

		{

		



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		60

		

		111100

		

		

		3C

		<

		

		

		92

		

		1011100

		

		

		5C

		\

		

		

		124

		

		1111100

		

		

		7C

		|

		



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		61

		

		111101

		

		

		3D

		=

		

		

		93

		

		1011101

		

		

		5D

		]

		

		

		125

		

		1111101

		

		

		7D

		}

		



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		62

		

		111110

		

		

		3E

		>

		

		

		94

		

		1011110

		

		

		5E

		^

		

		

		126

		

		1111110

		

		

		7E

		~

		



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		63

		

		111111

		

		

		3F

		?

		

		

		95

		

		1011111

		

		

		5F

		_

		

		

		

		

		

		

		

		

		

		

		

		

		

		



		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		

		







Using the ASCII character set, the character A would be stored as the binary number 1000001.





The problem with using this ASCII character set is that it is only able to represent 128 different characters and computer systems need to be able to store more characters than this. For example, you may have noticed that the £ character is missing from the table above. As a result, other character sets were developed and used to allow computer systems to store more characters.





Unicode is a standard character set that has combined and replaced many others. It was originally an extension to the ASCII character set and it contains many of the characters used around the world.

[image: ]
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The third counting system that you need to be familiar with is the hexadecimal counting system, also known as the Base 16 counting system. In the hexadecimal counting system, the digits 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 are used to represent 1–9 and then the characters A, B, C, D, E and F are used to represent 10 –15. The hexadecimal number 8A for example:

[image: ]







		162

		161

		160



		256

		16

		1



		0

		8

		A



		

		

		







The hexadecimal number 8A therefore represents 8 ‘sixteens’ and 10 ‘units’. This gives the total one hundred and thirty-eight. Remember that A = 10, B = 11, C = 12, D = 13, E = 14, F = 15.

[image: ]







INTERESTING FACT



Up until the late 20th century, traditional Chinese weights and measurements used in the marketplace used the hexadecimal counting system. Other cultures used different base counting systems, e.g. the ancient Babylonians used a Base 60 counting system.






Hexadecimal is widely used as binary numbers can be quickly converted into hexadecimal numbers which are more convenient for humans to use. For example, a telephone conversation where you might read out the binary number 10001010 could cause confusion. It would be easier to simply say 8A and mistakes are less likely to be made.





See pages 27–31 for conversion between binary, denary and hexadecimal numbers.



Hexadecimal notation is used in MAC addresses. For further details see page 57.



Truth tables and logical operations: AND, OR, NOT





Logical operators are used in programming. It is not unusual to find a code such as:



· IFA=1ANDB=1THEN



· IFA=1ORB=1THEN



A truth table for a logical operator defines the outputs for different combinations of input.









NOT



The NOT logical operator has only one input and one output. The output is the opposite of the input.

[image: ]
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0 1



1 0
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		AND

		Input (A)

		Input (B)

		Output (A AND B)



		The AND logical operator has two inputs and one output.

		0

		0

		0



		The output is 1 only if A and B are both 1.

		

		

		



		

		0

		1

		0



		

		

		

		

		



		

		

		1

		0

		0



		

		

		

		

		



		

		

		1

		1

		1



		OR

		

		

		

		



		

		

		

		

		



		

		

		Input (A)

		Input (B)

		Output (A OR B)



		The OR logical operator has two inputs and one output.

		

		0

		0

		0



		The output is 1 if either A or B is 1.

		

		

		

		



		

		

		0

		1

		1



		

		

		

		

		



		

		

		1

		0

		1



		

		

		

		

		



		

		

		1

		1

		1



		

		

		

		

		







There are other logical operators, such as XOR. This will be covered on page 50 in encryption techniques.



Logical operations





Logical operations can be used in control systems. For example, a control system that is required to close the windows on a commercial greenhouse when at least one of the following conditions is true:



· the wind speed rises above 12 km per hour.



· it is raining.



would use the logical operator OR.





A control system that is required to turn on a sprinkler system in a field when both of the following conditions are true:



· the temperature rises above 25° Celsius



· it has not rained in the last five days



would use the logical operator AND.

[image: ]
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Data types such as: integer, real, Boolean, character, string





Many different data types can be stored on a computer system. The data types which are commonly used are as follows:



		Data type

		Description

		Examples



		Integer

		Whole numbers, positive or negative

		42, -11, 0



		

		

		



		Real

		Numbers, including fractions or decimal

		12.9, -17.50, 28.0



		

		points

		



		

		

		



		Boolean

		True or false

		1 or 0



		

		

		



		Character

		Letter, digit, space, punctuation mark or

		'A', 'b', '7','?'



		

		various other symbols

		



		

		

		



		String

		A sequence of characters

		‘Computer science’



		

		

		‘The cat sat on the mat’
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CAN YOU DESCRIBE THE RELATIONSHIP BETWEEN DATA STORAGE UNITS?









You should be able to:



· describe the relationship between data storage units: o Bit, nybble, byte, kilobyte, megabyte, gigabyte,



terabyte, petabyte, exabyte, zettabyte, yottabyte







Bit, nybble, byte, kilobyte, megabyte, gigabyte, terabyte, petabyte, exabyte, zettabyte, yottabyte



Computer systems can only store and process Binary digITs, also known as BITs. A BIT is either a 1 or 0.



When 8-bits are stored as a binary number, they are collectively called a byte.





		

		Symbol

		Value



		Byte

		B

		8 bits



		Kilobyte

		Kb

		1024 bytes



		Megabyte

		MB

		1024 Kb



		Gigabyte

		GB

		1024 MB



		Terabyte

		TB

		1024 GB



		Petabyte

		PB

		1024 TB



		Exabyte

		EB

		1024 PB



		Zettabyte

		ZB

		1024 EB



		Yottabyte

		YB

		1024 ZB



		

		

		





[image: ]














INTERESTING FACT

[image: ]



Half a byte (4 bits) is called a nybble.
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CAN YOU CONVERT BETWEEN NUMBER SYSTEMS?









You should be able to:



· use techniques to convert between number systems: o Denary to binary and hexadecimal, binary to denary



and hexadecimal, hexadecimal to binary and denary







Denary to binary and hexadecimal, binary to denary and hexadecimal, hexadecimal to binary and denary





On pages 20–3, we discussed three different counting systems denary, binary and hexadecimal. In this section, we will discuss how to convert between different number systems.



Denary to binary



One way of converting a denary number to a binary number is by drawing a Base 2 table from right to left.

[image: ]







128






64




32






16






8






4






2






1









In this example, we will convert the denary number 198 into a binary number. Take 198 and see if it is more than the first number on the left. In this case, 128 is the number on the left and so we write a 1 under the heading 128.





		128

		

		64

		

		32

		

		16

		

		8

		4

		2

		1



		

		

		

		

		

		

		

		

		

		

		

		







1







We now deduct 128 from our original denary number, which leaves 70. The next number in our Base 2 table is 64. If the number remaining, 70, is more than the next number on the left, 64, write the number 1 under the heading 64.



		128

		64

		32

		16

		8

		4

		2

		1



		1

		1
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[bookmark: page28][image: ]We now repeat the process again and deduct 64 from 70, which leaves 6. The next number in our Base 2 table is 32. If the number remaining, 6, is more than the next number on the left, 32, write the number 1 under the heading 32. However, in this case the number remaining is less than the next number on the left, so we write a 0 under the heading 32.



		128

		64

		32

		16

		8

		4

		2

		1



		1

		1

		0

		

		

		

		

		



		

		

		

		

		

		

		

		







This process is repeated until you reach the final heading and the binary number for the denary number 198 is found:



		128

		64

		32

		16

		8

		4

		2

		1



		1

		1

		0

		0

		0

		1

		1

		0



		

		

		

		

		

		

		

		







The binary number for the denary number 198 is therefore 11000110 (128 + 64 + 4 + 2).



Denary to hexadecimal





You may wish to convert a denary number into a hexadecimal number. To do this, take the number 198 from our previous example and draw a Base 16 table, from right to left, as before.

[image: ]













256












16












1









Take 198 and see if it is more than the first number on the left. In this case, 256 is the number on the left and so we write a 0 under the heading 256.





		256

		

		16

		

		1



		

		

		

		

		







0





The next number in our Base 16 table is 16. If the number remaining, 198, is more than the next number on the left, 16, work out how many 16s are needed without going over the number remaining. In this case it is C (C = 12, 12 x 16 = 192).



Remember that A = 10, B = 11, C = 12, D = 13, E = 14, F = 15



		256

		16

		1



		0

		C
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[bookmark: page29][image: ]We now deduct 192 from our remaining denary number, 198, which leaves 6. The next number in our Base 16 table is 1. If the number remaining, 6, is more than the next number on the left, 1, work out how many 1s are needed without going over the number remaining. In this case it is 6.



		256

		16

		1



		0

		C

		6



		

		

		







The hexadecimal number for the denary number 198 is therefore C6.



Hint



You may find it easier to convert a denary number into a binary number first and then into a hexadecimal number. See the example binary to hexadecimal below.



Binary to denary





To convert a binary number into a denary number, draw a Base 2 table from right to left and populate the table with the binary number you are converting. In this case we will use 00100011.



		128

		64

		32

		16

		8

		4

		2

		1



		0

		0

		1

		0

		0

		0

		1

		1



		

		

		

		

		

		

		

		







Simply convert the binary number into a denary number by adding the headings with a 1 under them: 32 + 2 + 1 = 35. The denary number for the binary number 00100011 is therefore 35.



Binary to hexadecimal





To convert a binary number into a hexadecimal number, there is a shortcut that you can use by drawing a Base 2 table from right to left and then populating the table with the binary number you are converting. In this case we will use 00101011.



		128

		64

		32

		16

		8

		4

		2

		1



		0

		0

		1

		0

		1

		0

		1

		1



		

		

		

		

		

		

		

		









Now split the Base 2 table into two smaller 4-bit Base





		128

		64

		32

		16



		0

		0

		1

		0



		

		

		

		








2 tables.



		8

		4

		2

		1



		1

		0

		1

		1
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		8

		4

		2

		1



		0

		0

		1

		0



		

		

		

		














		8

		4

		2

		1



		1

		0

		1

		1



		

		

		

		





[image: ]








Remember that A = 10,B=11,C=12,D =13,E=14,F=15.







2	B



Now take the hexadecimal number of each 4-bit table and this is the converted hexadecimal number.



		256

		16

		1



		0

		2

		B



		

		

		







The hexadecimal number for the binary number 00101011 is therefore 2B.



Hexadecimal to denary





You may wish to convert a hexadecimal number into a denary number. To do this you may take the number C6 and draw a Base 16 table, from right to left as before.



		256

		16

		1



		0

		C

		6



		

		

		







Now multiply each heading to obtain the denary converted number.



		C(12) x 16

		=

		

		192

		



		6 x 1

		=

		

		6

		+



		

		

		

		198

		







The denary number for the hexadecimal number C6 is therefore 198.



Hexadecimal to binary





To convert a hexadecimal number into a binary number, there is a shortcut that you can use similar to the one above by drawing two 4-bit Base 2 tables from right to left.

[image: ]







8






4






2




1






8






4






2






1













In this example, we will convert the hexadecimal number 2B into a binary number. First start by representing the first number, 2, in the left table.

[image: ]
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		4

		2

		1



		0

		0

		1

		0



		

		

		

		








8




4




2

[image: ][image: ]




1





Then complete the second table by representing B in the right table, remembering that B = 11.







		8

		4

		2

		1



		0

		0

		1

		0



		

		

		

		










		8

		4

		2

		1



		1

		0

		1

		1



		

		

		

		









Now re-label the headings in the left table as shown below and join the two 4-bit tables together to make one 8-bit table.





		128

		64

		32

		16



		0

		0

		1

		0
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		8

		4

		2

		1



		1

		0

		1

		1



		

		

		

		













		128

		64

		32

		16

		8

		4

		2

		1



		0

		0

		1

		0

		1

		0

		1

		1



		

		

		

		

		

		

		

		







And so, the hexadecimal number 2B can be represented as 00101011 in binary number form.

[image: ]





HOW DO COMPUTERS INTERPRET INSTRUCTIONS?









You should be able to:



· demonstrate how computers interpret instructions: o how instructions are coded as bit patterns



o how the computer knows if it is reading instructions or data o how sound can be sampled and stored digitally



o  how an image is represented by pixels in binary format



o why metadata needs to be included in an image file (including height, width, colour depth)





How instructions are coded as bit patterns



Computer programs are compiled into machine code before they are able to run on a computer system.



For more information see page 66.



Instructions to a CPU are processed as part of the fetch-decode-execute cycle, discussed on page 9.



A typical instruction to a CPU is to add two numbers together. Another instruction may be to subtract two numbers. All of these instructions are stored as machine code, using a set pattern of bits for each

[image: ]
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[bookmark: page32][image: ]Hackers often exploit the fact that the CPU can be tricked into executing data as an instruction. This is sometimes called a buffer overflow attack.

INTERESTING FACT

operation, called the opcode. An example may be 1011 which could be the opcode for addition. 1010 may be the opcode for subtraction.





Along with the opcode, an operand may be included in the instruction which may include the location in memory containing the data needed for that instruction to be processed, eg the instruction add 2 will be represented as 10110010.



How the computer knows if it is reading instructions or data





Both instructions and data are stored as bit patterns in memory. It would be advantageous if the CPU was able to differentiate between the two, since the outcome may not be desirable if, for instance, data was processed as an instruction or vice-versa.





In some systems, there is a software flag which allocates certain locations on memory as ‘instruction only’ locations and other areas on memory marked as ‘data only’

[image: ]



locations. In other systems a hardware flag is used to differentiate between the two. This is where an additional bit may be allocated to each bit pattern to flag whether it is data or instruction.



How sound can be sampled and stored digitally





As we have already established, a computer system is only able to store and process binary digits as it is a digital device. Since this is the case, how can sound be stored as it is an analogue signal not digital? If an analogue signal, such as sound, is sent to a computer system, it has to be converted into a digital signal before it can be processed.





Sound is converted into a digital signal by a process called sampling. Sampling is where hardware, such as a microphone, measures the level of sound many times per second and records this as binary digits.
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[bookmark: page33][image: ]The number of times that the sound level is sampled per second is called the sampling frequency. The higher the sampling frequency, the better the quality of the sound recorded. A typical sampling frequency is 44,000 times per second, also known as 44 kHz. This is the sampling frequency used on most audio CDs.





Sound sampled at 44 kHz in stereo will produce a large amount of data and as such, this data may need to be compressed. Data compression techniques are discussed in further detail on pages 54-5.



How an image is represented by pixels in binary format





Images on a computer system are made up of thousands of small coloured dots, known as pixels (short for picture elements). Bitmap images are stored as an array of pixels. A black and white bitmap image will store a 1 for a black pixel and 0 for a white pixel.
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0000000



0100010



0000000



0001000



0000000



0100010



0011100



0000000


















This bitmap image can be represented using a 56 bits (or 7 bytes).







A colour bitmap image is stored by replacing the 1s and 0s above with a longer number that represents how much red, green and blue (RGB) is required in the colour of each pixel; this is known as colour depth. In a 256 colour palette, the image would require 1 byte of storage per pixel – so we would need 448 bits (or 56 bytes) to store the image above in colour. There are other colour depths available, which can store more information about the colours in each pixel of an image. The more information stored about the colour of each pixel, the larger the file size becomes.





You may also have heard of vector images. These images do not store the data by pixels, but are a set of instructions for drawing a geometric shape. The advantages of a vector image are that they can be scaled without loss of quality (pixellation etc.) and use less storage space.



Images require a large amount of storage space and as such, may need to be compressed.
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Why metadata needs to be included in an image file (including height, width, colour depth)





The term metadata refers to ‘data about data’. Key properties which are needed to display an image correctly are stored as metadata. Data such as an image’s height, width and colour depth are typical examples of data stored in the metadata about an image. Without metadata, a computer system may render an image incorrectly on screen, such as displaying all pixels in one row.





Other data may also be stored in the metadata of an image file, such as the date the image was made, the geographical location of a photograph.
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CAN YOU IDENTIFY AND EXPLAIN THE FUNCTIONS OF AN OPERATING SYSTEM (OS)?









You should be able to:



· identify and explain the functions of an Operating System (OS): o managing resources and providing user interface





Managing resources and providing user interface





An operating system is software that manages a computer system. The operating system is loaded by the bootstrap loader. For more information see page 13. One of its primary functions is to manage resources. Here are some examples of how the operating system manages the computer systems resources:



Manages peripherals such as input and output devices



· Communicates with and sends data output to a printer/monitor/other valid output device



· Communicates with and receives data input to a keyboard/mouse/other valid input device



Manages printing using spooling



· Data is stored on hard disc/in memory/stored in a queue



· Document is printed when printer is free/in correct order



· Benefit of spooling – user can carry on working/log off when waiting for job to print



Manages backing store



· Ensures that data is stored and can be retrieved correctly from any disk drive



· Creates and maintains Filing system such as FAT or NTFS (accepted but not expected)



· Organise files in a hierarchical directory structure.



File compression



· The amount of data is reduced and the file is made smaller



· Compression is used to save disk space



Disk de-fragmentation



· Fragmented files are split up and stored on different parts of the disk



· Disk fragmentation will slow down disk access speed



· Disk de-fragmentation is when file parts are physically re-arranged (re-organised, moved, re-ordered on disk into the order required for access)
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· Ensures that programs/data do not corrupt each other



· Ensures that all programs and data including itself is stored in correct memory locations



Manages processes



· Ensures that different processes can utilise the CPU and do not interfere with each other or crash



· On a multi-tasking O/S ensure that all tasks appear to run simultaneously



Manages security



· Allows creation and deletion of user accounts



· Allows users to logon and change passwords





Another function of the operating system is to provide a user interface. Here are some examples of how the operating system provides a user interface:



· allows copying/deleting/moving/sorting/searching of file or folders



· allows access to system settings such as hardware



· provides a command line interface



· allows users to have more than one window open



· provides a graphical user interface (Windows, Icons, Menus, Pointers)



· provides user with errors/help messages



· allows customisation of interface, e.g. change desktop background/layout



· allows user to switch between tasks (programs/windows)



There are many different types of interface. These are discussed in depth on pages 17–19.
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HOW CAN WE DESCRIBE THE FUNCTIONS OF COMMONLY USED PROGRAMS?









You should be able to:



· describe the functions of commonly used programs: o libraries, software development environment



o disk organisation such as: file transfer, formatting, compression



o system restore (roll back), disk defragmentation, control panel, system maintenance tools, virus protection, firewall





Libraries, software development environment



Libraries





A library is a collection of commonly used private functions and subprograms. Examples of private functions include standard mathematical operations such as square root, random number generators. Examples of subprograms include standard input/output routines, such as saving data to disk. These functions and subprograms can be called from within your program anytime, but only when the appropriate library has been linked. For urthe discussion see page 68.



The advantages of using standard libraries are that:



· related private functions and subprograms are stored in the same location



· time is saved as the programmer can simply use the private functions and programs stored in a library



· subroutines contained in a library have already been tested, so they should work reliably and not need further testing



· programs will contain less code and will therefore be easier to maintain





Most computer languages use standard libraries, although it is also possible to create your own custom libraries.
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Software development environment





Software development environments, also known as Integrated Development Environments (IDE), provide programmers with various tools that are needed to create computer programs. Here are some of the tools and facilities offered by software development environments:



		Offer/cyfleuster

		Defnydd



		

		



		Editor

		Allows a programmer to enter, format and edit source code



		

		



		

		



		Compiler

		Converts source code into executable machine code. Once compiled, a



		

		program can be run at any time



		

		



		

		



		

		Converts each line of source code into machine code, and executes it as



		Interpreter

		each line of code is run. The conversion process is performed each time



		

		the program needs to be run



		

		



		Linker

		A program which allows previously compiled code, from software



		

		libraries, to be linked together



		

		



		

		



		Loader

		A program which loads previously compiled code into memory



		

		



		

		



		Debugger

		A program which helps locate, identify and rectify errors in a program



		

		



		

		



		

		A facility which displays the order in which the lines of a program are



		Trace

		executed, and possibly the values of variables as the program is being



		

		run



		

		



		

		A facility which interrupts a program on a specific line of code, allowing



		Break point

		the programmer to compare the values of variables against expected



		

		values. The program code can then usually be executed one line at a



		

		



		

		time. This is called single-stepping



		

		



		

		A facility which displays the current value of any variable. The value can



		

		be 'watched' as the program code is single-stepped to see the effects of



		Variable watch

		the code on the variable. Alternatively a variable watch may be set,



		

		which will interrupt the program flow if the watched variable reaches a



		

		specified value



		

		



		Memory inspector

		A facility which will display the contents of a section of memory



		

		



		

		



		Error diagnostics

		Used when a program fails to compile or to run. Error messages are



		

		displayed to help the programmer diagnose what has gone wrong
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Disk organisation such as: file transfer, formatting, compression



File transfer





File transfer is the ability to transfer data from one location to another. This can be done by simply copying a file from one folder (directory) to another, or from one storage medium to another. You may wish to carry out either of these tasks in order to organise your files better, using subfolders or to back-up your work onto a secondary storage device, such as a flash memory stick.





Formatting





Formatting is the process of preparing a disk for use. During this process, a new file system is set out on disk and all data may be erased in readiness for new data to be stored.



Compressing










INTERESTING FACT

[image: ]



Certain specialist software can be used to “unformat” a formatted disk and recover all the data originally stored on it.







Compression is the process of making a file size smaller. This may be advantageous as it allows more data to be stored on the disk and files may also be transferred more quickly. There are two methods of achieving disk compression; one is software based and the other hardware based.





Software based disk compression is often included as a facility of an operating system and so it is readily available on most computer systems. The disadvantage of this is that it slows down the process of reading and writing to disk.





Hardware disk compression requires specialist hardware, which can be expensive. However, it does not affect the speed of access as much as software based disk compression.



Disk based compression is always lossless. For further discussion see page 54.





System restore (roll back), disk defragmentation, control panel, system maintenance tools, virus protection, firewall





Many different system maintenance tools are included with operating systems that allow users to maintain the upkeep of their computer systems. Here are some of the tools below.
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These are known as polymorphic viruses.

INTERESTING FACT

System restore (roll back)





System restore is the process of replacing lost or corrupt data by replacing it with an earlier backup.







Disk defragmentation




INTERESTING FACT
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Some modern viruses exploit the system restore facility by deliberately seeking out back-ups and placing copies of themselves there.







Files are stored on computer systems that can, over time, become fragmented. This means that they are split and stored on different parts of the disk. If a file is fragmented, it takes longer for the disk heads to move between parts of the file, which slows the process of loading it.





Defragmentation is the process where files are physically re-arranged on disk so that they are no longer fragmented and the parts of each file are stored together. This improves the speed of accessing data from disk.



Control panel





Many operating systems use a control panel to give the user control of software and hardware features. It enables the user to change settings, such as sound, device and display settings all from one convenient location.



Virus protection





A virus is a computer program that is able to copy itself onto other programs often with the intention of maliciously damaging data. The consequences of a virus spreading can have catastrophic effects on computer systems, and therefore need to be prevented.





Virus protection software, also called anti-virus software, is a program that can be loaded into memory when the computer is running. It monitors activity on a computer system for the signs of virus infection.



Each virus has its own unique ‘signature’ which is known to virus protection software and stored in a database. Data stored on a computer system is scanned to see if any of the virus signatures within the database exist on the system.
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There are many thousands of known viruses, and



new viruses are created daily. Virus protection software therefore needs to be updated regularly to combat these.
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A firewall can be a software or hardware security system that controls the incoming and outgoing network traffic. Packets of data are analysed to determine whether they should be allowed through or not. More information on data packets can be found on page 43.

















The Internet
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The basic function of a firewall is to monitor where data has come from and where it is going to, and to determine if this communication is allowed. It does this by checking a list of pre-defined rules. For example, if computer system number 1 above was attempting to connect to software port 80 on computer system 10, this would be allowed, as this would be listed in the pre-defined rules as a common port for browsing web pages. However, if computer system 6 attempted to access computer system number 2 on software port 139, this would be blocked as this would not be listed in the pre-defined rules and so this could be a sign of attempted hacking. A more advanced firewall would analyse the contents of each packet of data to ensure that it matches what is expected to be sent to that port.
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HOW CAN WE DESCRIBE COMMON APPLICATION SOFTWARE?









You should be able to:



· describe common application software:



o applications such as: word processing, spread sheets, presentation, database, drawing





Applications such as: word processing, spread sheets, presentation, database, drawing





A wide variety of software applications are used in the day-to-day use of computer systems. You will be familiar with many of these having studied ICT at Key Stage 3.



Here are some of the most common software applications and their typical uses:



		Software

		Description

		Typical use



		application

		

		



		

		

		



		Word processing

		A computer program used for storing, manipulating, and

		Typing a letter.



		

		formatting text.

		



		

		

		



		Spread sheets

		A computer program used for organising and analysing

		Modelling household



		

		numerical data in tabular form.

		budget.



		

		

		



		Presentation

		A computer program used to display information in the

		Presenting new ideas to



		

		form of a slide show.

		management.



		

		

		



		Database

		A computer program that stores a comprehensive

		Gas company storing



		

		collection of related data.

		customers records.



		

		

		



		Drawing

		A computer program used for producing and editing

		Creating a company



		

		digital images

		logo
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WHAT ARE PACKETS AND PROTOCOLS?









You should be able to:



· define packets and protocols:



o  IP, TCP, HTTP, FTP, protocol stacks







IP, TCP, HTTP, FTP, protocol stacks



Packet





A packet is a collection of data that is transmitted over a packet-switched network. For more information on packet-switching see page 55. Here is a simplified diagram showing what a packet will typically contain:









The source address






The destination address





Information which enables the data to be

reassembled into its original form



Other tracking information













The data itself






A checksum that

checks that the

data has not

been corrupted







Data may be split up into a number of packets. These packets are transmitted over a network and may take different routes to their destination. When all the packets have arrived, the data is reassembled.

[image: ]



INTERESTING FACT



When packets are transmitted over a Wi-Fi network, they can be



intercepted by any device, this is called packet sniffing. If you perform thorough analysis on a large number of packets, you can often break the encryption. This is why security services, such as National Security Agency, do not allow any Wi-Fi devices on their network.
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INTERESTING FACT



Protocol





A protocol is an agreed-upon format which allows two devices to communicate. The protocol, put simply, is a set of rules. These rules can include the following:



· handshaking, where two devices establish their readiness to communicate



· how the sending device will indicate that it has finished sending a message



· how the receiving device will indicate that it has received a message



· the type of error checking to be used



· agreement on the data compression method to be used





There are many standard protocols used with computer systems. Here is a table that illustrates the protocols with which you need to be familiar:



		Protocol

		Description



		

		Two protocols that combine to allow communication



		TCP/IP (Transmission Control

		between computer systems on a network. IP is a



		

		protocol that sets out the format of packets and an



		Protocol/Internet Protocol)

		



		

		addressing system. TCP is a protocol that allows packets



		

		



		

		to be sent and received between computer systems



		HTTP (Hypertext Transfer

		HTTP is a protocol than can be used to transfer



		Protocol)

		multimedia web pages over the Internet.



		

		



		

		FTP is a protocol that can be used when copying a file



		

		from one location to another via a network or the



		FTP (File Transfer Protocol)

		Internet. It is typically used for the transfer of large files,



		

		as it allows broken communications to resume



		

		transferring a file rather than having to restart.







A protocol stack is the term used when a programmer takes the rules of a protocol and implements them when creating a program. For instance, although computer A and B can both communicate using HTTP,



the programmer of the protocol stack on computer A may have implemented the rules of the protocol slightly differently from the implementation of the protocol stack on computer B, which could lead to minor communication problems.
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CAN YOU DESCRIBE NETWORK TOPOLOGIES AND CONNECTIONS AND THEIR ADVANTAGES AND DISADVANTAGES?









You should be able to:



· describe network topologies and connections and their advantages and disadvantages:



o Local Area Network (LAN), Wide Area Network (WAN), common network topologies



o the connections necessary to link a stand-alone computer to a network





Local Area Network (LAN), Wide Area Network (WAN), common network topologies



Networks





A network consists of a number of computer systems connected together. There are many advantages and disadvantages of using a computer network over a stand-alone computer.



		Advantages

		Disadvantages



		

		Share hardware

		  A network manager may need to be employed



		

		Share software

		– expensive



		

		Share data/files

		  Security problems – files sent between



		  Easier for internal communication/can send

		computers could spread a virus



		

		email

		  Hackers can gain access to data more easily



		

		Central backup

		  If the server is down, all workstations on the



		  Easier to monitor network activity

		network are affected



		

		Centrally controlled security

		  Initial cost of servers, communication devices,



		  Can access data from any computer

		etc. can be expensive







There are two different types of network, namely a Local Area Network (LAN) and a Wide Area Network (WAN).





A LAN is a network in which the computer systems are all located relatively close to each other, for example, in the same building or on the same site, such as a school.





A WAN is a network in which the computers systems are all located relatively distant from each other, for example, in different buildings all over the country or in different countries. The Internet is an example of a WAN. You will note that many LANs could be linked using a WAN.
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Network topologies





A network topology is the theoretical layout of computer systems on a network. There are a number of different network topologies. Some common network topologies include:



· bus network



· ring network



· star network



Bus network

[image: ]































The computer systems, also called nodes of the network, are each connected to a single cable on which data can be sent, called the bus. A bus network has terminators on each end, which is needed to ensure that the network functions correctly.





The bus carries packets along the cable. As the packets arrive at each computer system, it checks the destination address contained in the packet to see if it matches its own. If the address does not match, the computer system ignores the packet. If the address of the computer system matches that contained in the packet, it processes the data.



		Advantages

		Disadvantages



		  Easy to implement and add more computer

		  It is difficult to troubleshoot the bus



		systems to the network

		  Limited cable length and number of stations –



		  Quick to set up – well suited for temporary

		performance degrades as additional computers



		networks

		are added



		  Cost-effective – less cabling

		  If there is a problem with the main cable or



		

		connection, the entire network goes down



		

		  Low security – all computers on the bus can see



		

		all data transmissions



		

		  Proper termination is required



		

		  Data collisions are more likely, which causes the



		

		network to slow down. A collision is when two



		

		computers try to send a packet at the same time



		

		46
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In a ring network, computer systems are connected in a ring or a loop. Around the ring,packets are sent, being passed from one computer system to the next until they arrive at their destination.



		

		Advantages

		Disadvantages



		

		  Data is quickly transferred without a

		  If any of the computer systems fail, the ring is



		

		bottleneck – consistent data transfer speeds

		broken and data cannot be transmitted



		

		  The transmission of data is relatively simple as

		efficiently



		

		packets travel in one direction only

		  If there is a problem with the main cable or



		

		  Adding additional nodes has very little impact

		connection, the entire network goes down



		

		on bandwidth

		  It is difficult to troubleshoot the ring



		

		  It prevents network collisions.

		  Because all nodes are wired together, to add a



		

		

		another you must temporarily shut down the



		

		

		network



		Star network
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In a star network, each computer system is connected to a central node, also known as a hub.



		Advantages

		Disadvantages



		

		Good performance/fast network speed

		  Expensive to install – more cabling required



		

		Easy to set up

		  Extra hardware required, such as a hub



		  Possible to add more computer systems

		



		

		without taking the network down

		



		  Any non-centralised failure will have very little

		



		

		effect on the network

		



		

		Minimal network collisions

		



		

		Better security
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To connect a computer system to a network, a Network Interface Card (NIC) is required. One method of connection is provided by a physical hardware port allowing a cable to connect your computer system to the network. The second method is to connect a computer system using a wireless connection, called a Wi-Fi.



Typical network speeds



A physical connection may be made using:





· a copper cable, with typical data transfer speeds of between 100 Megabits per second (Mbps) and 1 Gigabit per second (Gbps)



· a fibre-optic connection which has typical data transfer speed of between 1-10 Gbps





Wi-Fi connections have typical data transfer rates of 54 – 108 Mbps. However this can be severely affected by the distance between the device providing the Wi-Fi connection and computer systems. The data transfer rates can also be severely affected by atmospheric conditions, in particular heavy rain.
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A LOOK AT NETWORK SECURITY TECHNIQUES AND NETWORK POLICIES









You should be able to:



· discuss network security techniques and network policies: o security: user access levels, suitable passwords,



encryption techniques



o network policies for: acceptable use, disaster recovery, backup, archiving









Security: user access levels, suitable passwords, encryption techniques





Network security is of paramount importance to any network as the loss of data, in particular, personal or confidential data can have many serious consequences.



User access levels





It is not desirable that every user should be able to access all the data on a computer system. User access levels are one method used to allow certain users read and/or write access to data on a computer system. For example, in a program used within a company, an administrator, possibly the owner, will have read and write access to all data on the system. A secretary, however, will not have access to confidential data such as employees’ salaries. User access levels will define which users have different types of access to data.



Suitable passwords





Passwords are commonly used to prove a person’s identity to a computer system, thus allowing them access to relevant data.





Different programs may require a user to use different complexities of password, as well as different character lengths. An example of a simple password may be the user’s town of birth, or the word ‘password’. A more complex password may require the user to use a combination of upper and lower case alphanumeric characters, for example’Pa55word1234’. Increasingly, computer programs require users to use a combination of upper and lower case alphanumeric characters as well as other non-alphanumeric character such as @ ! ~ - / \ %, for example ‘P@55word/1234!’.





Obviously, short simple passwords can be either guessed by another user or a hacker may have access to programs that have the ability to try multiple guesses in quick succession. This is known as a brute force
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[bookmark: page50][image: ]attack. Passwords that use a combination of upper and lower case alphanumeric characters as well as other non-alphanumeric character, will be much harder to guess and will take longer to ‘brute force’.



As a rule of thumb, the following formula can be used to determine the number of attempts it would take to brute force a password.
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So a password, such as ‘computer’ (8 characters), which only contains lower case characters from the 26 letter English alphabet will take:
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(on a typical 3.5GHz computer, this would take less than 6 seconds to brute force)*





Whereas a password that contains upper and lower case alphaneumeric characters, such as ‘Computer1’ (9 characters), has 26 + 26 + 10 = 62 possible characters. This will take:

[image: ]







(on a typical 3.5GHz computer, this would take just over 1 hour to brute force)*



*assuming one attempt per clock-tick



Encryption techniques





Encryption is the conversion of data, using an algorithm, into a form called cyphertext that cannot be easily understood by people without the decryption key.





On pages 23–4, we discussed AND, OR and NOT logical operations on a computer system. When data is encrypted, a different logical operator is sometimes used, called the XOR logical operator.



		XOR

		Input (A)

		Input (B)

		Output (A XOR B)



		The XOR logical operator has two inputs and one output.

		0

		0

		0



		The output is 1 only if A and B are different.

		

		

		



		

		0

		1

		1



		

		

		

		



		

		1

		0

		1



		

		

		

		



		

		1

		1

		0



		

		

		

		









When encrypting data, the XOR logical operator is performed on the original data and a key. The key is a secure binary number, known only to the sender and recipient.
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		Original Data

		10101010

		



		Key

		11110000

		XOR



		Cyphertext

		01011010

		







The original data, 10101010, is now encrypted and can be transmitted as 01011010.



To recover the original data, the cyphertext is XOR’ed with the key.



		Cyphertext

		01011010

		



		Key

		11110000

		XOR



		Original Data

		10101010

		







Other, more complex techniques are also used to encrypt data. These include SHA256 and Blowfish.



Network policies for: acceptable use, disaster recovery, backup, archiving



Acceptable use





Network policies are documents written to outline the rules that users are required to follow while using a computer network. Each document is often several pages long, written and agreed by a committee. Following its publication, network users will be expected to adhere to the rules.





Typical rules set out in these policies include a list of unacceptable types of website that should not be visited, activities that are not allowed on the network, such as gambling and installation of unauthorised software.



Disaster recovery





Given the amount of important data often stored on a computer network, it is essential that an effective disaster recovery policy be in place, in the event of data being lost due to a disaster. Disasters include:



· fire, flood, lightning, terrorist attacks etc.



· hardware failure, e.g. power supply unit failing



· software failure, e.g. virus damage



· accidental and malicious damage, e.g. hacking
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· before the disaster: risk analysis, preventative measures and staff training



· during the disaster: staff response – implement contingency plans



· after the disaster: recovery measures, purchasing replacement hardware, reinstalling software, restoring data from backups













Backup



A backup is the process of copying data so that it can be preserved and restored if the original data is lost.





Backups of all data should be made regularly as the older the backed up data becomes, the less likely it is to match any current data stored on a computer system.





A backup policy sets out how often and to what medium backups are made. The backup medium is generally different to the active storage medium. Historically, the medium used was magnetic tape backup For further information see page 16.





A typical backup policy would require that three different backups be kept at any given time, with one of these being stored off-site. The oldest backup copy would be named the grandfather, the second oldest backup being named the father and the most recent backup being called the son. When a new backup is made, the oldest backup, the grandfather is overwritten and becomes the son backup, with the original son becoming the father and the father becoming the grandfather. This backup policy is called the grandfather-father-son method.



Archiving





Data held on computer systems is often archived. Archiving is the process of storing data which is no longer in current or frequent use. It is held for security, legal or historical reasons. The process of archiving data frees up resources on the main computer system and allows faster access to data that is in use.

[image: ]

































52



[bookmark: page53][image: ]V. The Internet and communications

[image: ]



CAN YOU DESCRIBE HOW INTERNET TRANSMISSIONS WORK?









You should be able to:



· describe how Internet transmissions work o the Internet and the world wide web



· necessary hardware to connect to the Internet



· common file standards associated with the Internet, e.g. HTML, JPEG



· compression and compression types (including lossy and lossless) for files to be transmitted via the Internet



· encryption, data compression, data redundancy (for error detection and correction) and security



· packet switching



· routing



· MAC addresses



· IP addresses





The Internet and the World Wide Web





The Internet is a wide area network (WAN). The World Wide Web, abbreviated www, is a service available over the Internet.





Necessary hardware to connect to the Internet





Most computer systems use a modem to connect to the Internet. A modem, the abbreviation of modulator/demodulator, is a device which allows digital computer systems to communicate over analogue systems, most commonly the telephone network. Traditionally, whilst a modem was in use, the telephone line would be unavailable to make telephone calls.





Broadband modems were later released which allowed for faster data transfer and would also allow users to make telephone calls over the same line at the same time.





A third common type of hardware used to connect to the Internet is a media converter, which allows computer systems to connect to the Internet using fibre optic cable.





Typical data transfer speeds



· Modem: 56.6 Kbps



· Broadband modem: 8 – 24 Mbps



· Fibre optic: 100 Mbps
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A number of common file standards are associated with the Internet. Some of these include:



		Common file standard

		Description



		.HTML

		HTML, which is an abbreviation of HyperText Markup Language, is one of the



		

		main programming languages used when creating web pages



		

		



		

		A format used for storing compressed images. The file type uses lossy



		.JPEG

		compression and is favoured for its small file sizes that allow for quick download



		

		speeds while maintaining reasonably good quality



		

		Another format used for storing compressed images. The file type uses lossless



		.PNG

		compression and is favoured for excellent quality and that they are generated



		

		using a non-copyrighted algorithm



		.FLA

		The format used to store flash multimedia. The files can contain interactive



		

		games, videos and music



		

		



		

		The format used to store compressed audio. It uses lossy compression and is



		.MP3

		favoured for its small file sizes that allow for quick download speeds while



		

		maintaining reasonably good quality







Compression and compression types (including lossy and lossless) for files to be transmitted via the Internet





Compression is the process of making a file size smaller. This may be advantageous as it allows more data to be stored on the disk and files may also be transferred more quickly. There are two primary methods that are used to compress files stored on a computer system; these are lossy and lossless.



Lossless compression





Lossless compression uses an algorithm that compresses data into a form that may be decompressed at a later time without any loss of data, returning the file into its exact original form. It is preferred to lossy compression when the loss of any detail, for example in a computer program or a word-processed document, could have a detrimental effect.





A simplified version of lossless compression on a word-processed document may to be to replace a common string, such as ‘the’, with a token such as the symbol @. You will have learnt on page 21, that one character takes 1 byte of memory; therefore, the string ‘the’ would take 3 bytes.



		Original uncompressed text

		The word the, is the most frequently used word in the

		71 characters (bytes)



		

		English language.

		



		

		

		



		Compressed text

		@ word @, is @ most frequently used word in @

		63 characters (bytes)



		

		English language.

		



		

		

		







This is a 11% reduction in the file size!
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Lossy compression is a data compression technique that compresses the file size by discarding some of the data. The technique aims to reduce the amount of data that needs to be stored.





The different versions of the WJEC logo below show how much of the data can be discarded, and how the quality of the images deteriorate as the data that made up the original is discarded. Typically, a substantial amount of data can be discarded before the result is noticed by the user. The compression ratio is calculated using the simple formula:

[image: ]













		

		

		



		

		Compressed image 10 kB

		Compressed image 5 kB



		Original image 100 kB

		(compression ratio = 100/10 = 10

		(compression ratio = 100/5 = 20



		

		or 10:1)

		or 20:1)



		File size

		File size

		File size
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Lossy compression is also used to compress multimedia data, such as sound and video, especially in applications that stream media over the Internet.





Encryption, data compression, data redundancy (for error detection and correction) and security



Encryption and data compression have been covered extensively on page 49 and pages 54–5 respectively.



Packet switching (including data redundancy)





We have discussed packets in detail on page 43. Packet switching is the process of delivering packets from one computer system to another using a designated device, such as a switch or a router. Packets are provided to a network for delivery to a specified destination. Each packet of data is redirected by a computer system along the network, until it arrives at its destination. Data may be split up into a number of packets. These packets are transmitted over a network and may take different routes to its destination. When all the packets have arrived the data is reassembled. The Internet is an example of a packet-switching network.
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Routing is the name given to the method of selecting paths along which packets are sent on a computer network. Specialist computer systems such as routers, switches, bridges, firewalls and gateways construct in their memory a routing table, which stores a number of paths along which it is best to send packets to reach a specific destination. Maintaining accurate routing tables is essential for ensuring that packets are delivered as quickly as possible.
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In the example above, computer system 1 is sending a packet to computer system 126. Clearly, the quickest route for the packet to arrive at its destination is to be sent from router A, on to router B followed by router E for delivery to computer system 126. This path would be determined by routing, using a routing table. A poorly constructed routing table may choose to send the packet from router A, on to router C followed by router D and then router E, for delivery to computer system 126. This would take longer and is not a good use of network resources.



Most routers use only one network path at a time, such as the preferred route above (Computer system 1



· Router A > Router B > Router E > Computer system 126). Some multipath routing techniques enable the same packets to be sent using multiple alternative paths at the same time. This means that in the event of Router B failing in the transmission above, the same packet would also have been sent via the alternative longer route set out above (Computer system 1 > Router A > Router C > Router D > Router E > Computer system 126), to ensure that the packet arrives at its destination.
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Although MAC addresses are designed to be unique and unchangeable, some devices or specialised software allow you to change your own MAC address. This is called MAC address spoofing and can be used by hackers to trick computer systems into providing data.

INTERESTING FACT

MAC addresses





A MAC address (media access control address), also known as a physical address or a hardware address, is a unique hexadecimal number given to any communication device, such as a network interface card. An

[image: ]



example of a MAC address is 74:E1:B6:8E:18:77. The address is usually stored in a communication devices’ ROM. Hexadecimal notation is used as it allows for over 281 trillion different combinations of MAC address.



Routing tables store the MAC address of



communication devices in computer systems on its network, change like an IP address.



A computer system can have multiple network interface cards, each with its own unique MAC address.



IP addresses





An IP address is an address which is allocated to a computer system on a network, usually by a DHCP server. For further details see page 58. Alternatively, you may assign your own IP address if you do not wish to rely on the services of a DHCP server. An example of an IP address is 195.10.213.120.





It is used by the TCP/IP protocol (see page 44) to uniquely identify computer systems on a network, thus allowing communication between them. In routing tables the corresponding IP address of a unique MAC address is stored and updated as necessary.
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WHAT ARE INTERNET COMMUNICATION PROTOCOLS?









You should be able to:



· describe and explain Internet communication protocols o how Domain Name System (DNS) servers and Internet



Protocol (IP) addresses work



o advantages for the Internet Service Provider (ISP) and the user



o why HTML is important as a standard for web page creation



o  the role of cookies



o  how search engines work





How Domain Name System (DNS) servers and Internet Protocol (IP) addresses work





A Domain Name System (DNS) is a distributed database that matches IP addresses to computer system resources.





One example of this is to match an IP address to a human friendly domain name. For example, if you wanted to visit the Google search engine, the computer system on which the website is stored has an IP address assigned to it; 173.194.34.191. Try typing this into the address bar of your web browser; you should be able to view the website that you would be more familiar with when accessing the domain name www.google.co.uk. Here your computer system sent a request to its DNS server for the IP address that is mapped to the domain name www.google.co.uk. The DNS server returned the IP address 173.194.34.191, which allowed your computer system to communicate with the computer system where the Google search engine is stored.





Of course, in reality, there are many different DNS servers located across the world. If your local DNS server does not store the address of the resource you are requesting, it will pass the request along to another higher level DNS server, such as your Internet Server Provider’s (ISP) DNS server. If again the address is not found, you ISPs DNS server will pass the request on to a higher level DNS server which may be the DNS server responsible for an entire zone, such as the .co.uk zone. This continues until the address is found or the DNS query fails.





Another example where a DNS server is used is where a computer system, on joining a network, would query the DNS server for the IP address of other useful computer systems, such as the logon server, which stores the details of all usernames and passwords.
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An Internet Service Provider (ISP) is an organisation which provides end users with access to the Internet, usually via a connection such as dial-up, broadband or a fibre optic link.





An advantage of an ISP is that it provides and uses an agreed set of protocols and services, such as web browsing, email, FTP etc. For further discussion see page 44 on Protocols.



Why HTML is important as a standard for web page creation





HTML, which is an abbreviation of HyperText Markup Language, is a standard used when creating web pages. This is discussed in further detail on page 60.





Web standards, such as HTML, are important as the development of web pages is simplified as web programmers will be able to understand another developer’s code. It is also important for the end users of web pages as following standards ensures that different web browsers are able to display web pages in the way in which they were intended.





The role of cookies





Cookies are data stored on a computer system. They allow websites to store a small amount of uniquely identifying data on your computer system while you are visiting their website. It may be useful as the website can then identify you without requesting that you identify yourself each time, i.e. by entering a username and password. Another use of a cookie would be when you wish to add items to a shopping basket over a period of time. The cookie allows you to store this information between separate browsing sessions.





How search engines work





A search engine is an application that can be accessed over the Internet which can be used to search for websites on a particular topic.





An index of topics will be built up by programs known as bots or crawlers. These programs visit websites and record information about their content. Users wanting information about a topic will access a search engine and search for their chosen topic by entering keywords that may be associated with the topic.





A search engine will then look through its index and return a list of websites that are associated with the keywords.
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DO YOU UNDERSTAND HTML AND KNOW HOW TO USE IT?









You should be able to:



· use and demonstrate an understanding of HTML o use HTML to create a web page



o  use HTML tags: <html>, < body>, <h1>, <p>, <b>, <i>,



<u>, <big>, <small>, <center>, <img>, <a href=”url”>, and their closures





Use HTML to create a web page





HTML, which is an abbreviation of HyperText Markup Language, is one of the main programming languages used when creating web pages. HTML code consists of tags enclosed in angle brackets, < and >.



Use HTML tags and their closures





HTML tags commonly come in pairs, such as <html> and </html> or <b> and </b>. The first tag in a pair is called the opening tag and the second tag is called the closing tag. Between these tags, programmers can add text, more tags, comments and other types of text-based content.





The purpose of a web browser, such as Internet Explorer, Google Chrome and Safari is to read HTML code and render it on screen. The browser does not display the HTML tags, but instead uses the tags to interpret the content of the page.





The text between the <html> and </html> tags describes the web page. The text between <body> and </body> tags includes the contents of the web page.





The table below shows how unformatted text will look when placed within the commonly used formatting tags.



		Opening tag

		Closing tag

		Unformatted text

		

		Formatted text



		<h1>

		</h1>

		Computer science

		

		Computer science



		<b>

		</b>

		Computer science

		

		Computer science



		

		

		

		

		

		



		<i>

		</i>

		Computer science

		

		Computer science



		

		

		

		

		



		<u>

		</u>

		Computer science

		

		Computer science

		



		

		

		

		

		



		<big>

		</big>

		Computer science

		

		Computer science



		<small>

		</small>

		Computer science

		

		Computer science
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Computer science
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Computer science







Other tags include the <p> tag, which can have a closing tag of </p>. This is the paragraph tag which starts a new paragraph. When an element within a web page is hyperlinked, it is placed within the <a href=”url”> and </a> tags. For example, <a href=”http://www.wjec.co.uk”>WJEC</a> will be displayed as WJEC.





The <img> tag is slightly different, as it does not contain a closing tag. For example, <img src="logo.gif"> will display the image file logo.gif.



Here is an example of how original text is formatted using HTML tags.





Original text



For Sale

Bluetooth Hands Free Car Kit



Make calls without wearing a headset with this Bluetooth v1.2 EDF Multipoint Hands-free Speakerphone! Visit www.edfweb.com to see. Simply pair this device to any Bluetooth enabled phone and talk hands-free today!



HTML



<html>



<body>



<h1><center>For Sale</center></h1>



<p> <b>Bluetooth Hands Free Car Kit</b></p>



<p>Make calls without wearing a headset with this Bluetooth v1.2 EDF Multipoint Hands-free Speakerphone!</p>



<p>Visit <a href="http://www.edfweb.com/”>www.edfweb.com</a> to see.</p>



<p><i>Simply pair this device to any Bluetooth enabled phone and talk hands-free today! </i></p>



</body>

</html>





Formatted web page



For Sale



Bluetooth Hands Free Car Kit



Make calls without wearing a headset with this Bluetooth v1.2 EDF Multipoint Hands-free Speakerphone!



Visit www.edfweb.com to see.



Simply pair this device to any Bluetooth enabled phone and talk hands-free today!
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CAN YOU DEMONSTRATE AN UNDERSTANDING OF ALGORITHMS AND USE ALGORITHMS?









You should be able to:



· demonstrate an understanding of algorithms o interpret and dry run simple algorithms



o choice may be influenced by data structure and data values



o  the need for accuracy in both algorithm and data



· use algorithms



o write algorithms in pseudocode or flow diagrams to solve problems



o  complete algorithms



o  test and correct algorithms





Getting started with programming





Please use the range of resources on the WJEC resources website - http://resources.wjec.co.uk/ to learn the basics of a programming language. Follow the link below.
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Click here
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HOW CAN WE DEFINE AND DESCRIBE PROGRAMMING TOOLS AND TERMS?









You should be able to:



· define and describe programming tools and terms



o tools: high level languages, machine code, variables, constants



o  variables such as: local, global, static, dynamic









Tools: high level languages, machine code, variables, constants, data types



High level languages





A high level language is a programming language that allows code to be written. It is similar to a natural human language, such as Welsh or English. Some programmers prefer to use high level programming languages as they are easier to understand, learn and program. Their commands are similar to natural languages like English or Welsh and identifiers can be long and meaningful. High level programming languages also allow the use of powerful commands that perform quite complex tasks such as MsgBox in Visual Basic or the SORT clause in COBOL. High level languages are used when the execution speed is not critical, e.g. in common productivity applications, such as a word processor. Examples of common high level programming languages include:



· Basic



· Java



· Pascal



· COBOL



· C#



· C++



Machine code





Machine code is the opposite of a high level language in that it does not resemble any natural language and is made up entirely of bit patterns (instructions or data) that can be executed directly by the CPU. Examples of machine code instructions are opcodes and operands, discussed on pages 31–2. High level languages have to be converted into machine code before they can be executed by the CPU. For further discussion see pages 66–7. Although highly uncommon, some programmers may wish to program directly in machine code. This is primarily done when programming device drivers or where a fast execution speed are critical.
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In computer programming, a variable may be required to store data that can change. Variables are given



identifiers (names) that should reflect the data being stored in them. An example of a variable is



txt_FirstName. This variable has a self-documenting identifier, which implies the type of data being stored



in it is text containing a person’s first name.



Constants





Constants are used in computer programming to store data that does not change. Constants are also given self-documenting identifiers that should reflect the data being stored in them. An example of a constant would be Pi = 3.14, as this is a self-documenting identifier that does not change.



Variables such as: local, global, static, dynamic,



Local and global variables





A local variable is a variable that is defined within a sub procedure and as such is only accessible from within that same sub procedure. This is known as its scope. A global variable is a variable that has a larger scope as it is defined globally and is therefore accessible from anywhere within a program. The advantage of defining a local variable over a global variable is that it is easier to track the changes to a variable and the reason for the changes when it is only used within a sub procedure. An advantage of defining a global variable over a local variable is that sometimes it can be the most efficient way of ensuring that an important piece of data is accessible to all sub procedures, e.g. the details of the user currently logged into a program.



Below is an example of an algorithm that calculates the area of a circle:





1 Pi = 3·142

2 Radius is real



3 

4 declare subprocedure FindArea {procedure to calculate the area of a circle}

5 Area is real



6 

7 start

8 Area = Pi * Radius * Radius

9 End



10 

11 startmainprog

12 output “Type in the radius”

13 input Radius



14 

15 call FindArea



16 

17 output “The area is ”, Area

18 endmainprog
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[bookmark: page65][image: ]An example of a global variable here is Radius as it can be accessed throughout the entire program. An example of a local variable is Area. It is a local variable as it has been defined within the sub procedure called FindArea.



Can you spot the error with the following line from the algorithm above?



17 output “The area is ”, Area



How would you amend the algorithm to correct this problem?



Static and dynamic variables





Each time a program is run, static variables are stored in a location in memory and have a lifespan that lasts the entire time that program is running. For example, if you assign the number 2.14 to a static variable (and do not change it), the static variable will still contain 2.14 the next time you run the sub procedure and until the whole program stops running.





Each time a dynamic variable is defined, it is assigned a new location in memory and has a lifespan that ends when the sub procedure in which it was defined ends. For example, if within a sub procedure you assign the number 2.14 to a dynamic variable (and do not change it) and the sub procedure ends, the next time you run that sub procedure the dynamic variable will no longer contain any value.
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You should be able to:



· describe and explain translators



o why translators, compilers, interpreters, and assemblers are needed



o the types of error that may occur in programming code such as: syntax, run time/execution, logical, linking, rounding, truncation





Why translators, compilers, interpreters, and assemblers are needed



Assemblers





An assembler is a program which coverts the low level assembly programming language into machine code. The assembler does this by converting the one word assembly instructions into an opcode, e.g. converting AND to 0010. It also allocates memory to variables, often resulting in an operand.



		Assembly code

		Assembler conversion

		Opcode

		Operand



		AND A

		→

		0010

		0001



		LOD B

		→

		0110

		0010







Interpreters





Before high level programming languages can be run, code is converted by an interpreter, one line at a time, into machine code, which is then executed by the CPU.
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A compiler is used when high level programming languages are converted into machine code, ready to be executed by the CPU. There are four main stages of compilation:



Lexical analysis



· Comments and unneeded spaces are removed.



· Keywords, constants and identifiers are replaced by 'tokens'.



· A symbol table is created which holds the addresses of variables, labels and subroutines.



Syntax analysis



· Tokens are checked to see if they match the spelling and grammar expected, using standard language definitions. This is done by parsing each token to determine if it uses the correct syntax for the programming language.



· If syntax errors are found, error messages are produced.



Semantic analysis



· Variables are checked to ensure that they have been properly declared and used.



· Variables are checked to ensure that they are of the correct data type, e.g. real values are not being assigned to integers.



· Operations are checked to ensure that they are legal for the type of variable being used, e.g. you would not try to store the result of a division operation as an integer.



Code generation



· Machine code is generated.



· Code optimisation may be employed to make it more efficient/faster/less resource intense.



Translators





A translator changes (translates) a program written in one language into an equivalent program written in a different language. For example, a program written using the PASCAL programming language may be translated into a program written in the C programming languages by a translator.
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		Error

		Description

		Example



		

		An error that occurs when a command does not follow

		  Incorrect: IF A ADN B Then



		Syntax

		the expected syntax of the language, e.g. when a

		  Correct: IF A AND B Then



		

		keyword is incorrectly spelt

		



		

		An error that only occurs when the program is running

		  Program requests more



		Runtime/

		

		memory when none is



		

		and is difficult to foresee before a program is compiled

		



		execution

		

		available, so the program



		

		and run

		



		

		

		crashes



		

		

		



		

		An error that causes a program to output an incorrect

		  An algorithm that calculates



		Logical

		answer (that does not necessarily crash the program)

		a person’s age from their



		

		

		date of birth, but ends up



		

		

		



		

		

		giving negative numbers



		

		Aan error that occurs when a programmer calls a

		  When the square root



		

		function within a program and the correct library has not

		function is used and the



		Linking

		been linked to that program

		library that calculates the



		

		

		square root has not been



		

		

		linked to the program



		

		Rounding is when a number is approximated to nearest

		  34.5 rounded to nearest



		Rounding

		whole number/tenth/hundredth, etc.

		whole number is 35, an



		

		

		error of +0.5



		

		Truncating is when a number is approximated to a whole

		  34.9 truncated to whole



		Truncation

		number/tenth/hundredth, etc. nearer zero

		number is 34, an error of



		

		

		-0.9
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You should be able to:



· describe and explain programming errors



o strategies to avoid errors which may occur in programming code
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CAN YOU DESCRIBE AND USE PROGRAMMING CONSTRUCTS?









You should be able to:



· describe and use programming constructs o one-dimensional arrays



o pseudocode o algorithms



o  logical expressions



o appropriate data types o variables and constants
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HOW CAN WE DEMONSTRATE AN UNDERSTANDING OF AND USE PROGRAMMING?









You should be able to:



· demonstrate an understanding of and use programming o programming languages such as:



· small domain-specific languages



· visual languages



· text-based languages



· HTML to edit/create web pages



o design and write solutions to given problems such as:



write an app, a game or a tool to perform a task



o debug programs



o explain how a program achieves its intended result

[image: ]































69



[bookmark: page70][image: ]VIII. Ethical, social, and legal aspects

[image: ]



WHAT IS THE IMPORTANCE OF CONFORMING TO PROFESSIONAL STANDARDS?









You should be able to:



· explain the importance of conforming to professional standards



o the individual's own personal code, any informal code of ethical behaviour that exists in the work place, exposure to formal codes of ethics



o  legislation relevant to computing







The individual's own personal code, any informal code of ethical behaviour that exists in the work place, exposure to formal codes of ethics





A code of ethics, also commonly called a code of conduct, defines acceptable behaviour within an organisation. Higher standards are generally promoted when a code of ethics is accepted and followed by members of an organisation. It is useful as individuals working for the organisation have a benchmark upon which they can judge their own behaviour and that of others.



Informal and formal codes





Most small organisations do not have a formal written code of ethics and instead rely on senior members of staff to lead by example, showing what acceptable behaviour is. Members understand the informal code by observing how senior members conduct themselves, e.g. the type of language used in emails and behaviour towards clients.





Formal codes are written documents that outline expected behaviours within an organisation. Formal codes of ethics are usually enforced by the threat of disciplinary action should the code not be adhered to. Each code of ethics is different and usually reflects an organisation’s ethos, values and business style. Some codes are short and set out general guidelines, whereas other codes are large documents that include a variety of aspects relating to an organisation’s values, ethics, objectives and responsibilities.



An individual’s own personal code





An individual’s own personal code often supersedes the bare minimum requirements of an organisations ethics code. An individual’s own personal code will vary from person to person as they choose to act upon their own ethical standards in their everyday actions.
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Many pieces of legislation govern the use of computer systems. Two such pieces of legislation are the:



· Data Protection Act 1998



· Computer Misuse Act 1990



Data Protection Act 1998





The Data Protection Act 1998 (DPA) was put in place by the Government in response to growing concerns about the amount of personal data being stored on and processed by computer systems. Organisations that store and process personal data are required to register with the Information Commissioner, who is the person responsible for the DPA. Organisations must register information on the type of data they wish to store and why it is being collected.





Organisations are required to adhere to the eight principles of the DPA. These specify that personal data must be:



· processed against loss, theft or corruption



· accurate and where relevant kept up to date



· adequate, relevant, not excessive



· prevented from being transferred outside EU to countries without adequate provision



· fairly and lawfully processed



· processed within the rights of subjects



· deleted when no longer needed



· used only for the purpose collected



There are a number of exemptions from the DPA. These include:



· the prevention or detection of crime



· the capture or prosecution of offenders



· the assessment or collection of tax or duty



· personal data by an individual for the purposes of their personal, family or household affairs



· national security and the armed forces



· personal data that is processed only for journalistic, literary or artistic purposes



· personal data that is processed only for research, statistical or historical purposes



· personal data relating to an individual’s physical or mental health



· personal data that consists of educational records or relates to social work



· personal data relating to human fertilisation and embryology



· adoption records



· statements of a child’s special educational needs
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· [bookmark: page72][image: ]personal data processed for, or in connection with, a corporate finance service



· examination marks and personal data contained in examination scripts



Computer Misuse Act 1990





When the use of computer systems became widespread, the Computer Misuse Act 1990 (CMA) was put in place to help combat issues arising from their misuse.



The CMA makes it an offence to:



· access data without permission, e.g. looking at someone else's files



· access computer systems without permission, e.g. hacking



· alter data stored on a computer system without permission, e.g. writing a virus that deliberately deletes data
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HOW CAN WE ENSURE THAT WE USE COMPUTER SYSTEMS RESPONSIBLY AND EFFECTIVELY?









You should be able to:



· use computer systems responsibly and effectively



o respect the integrity of the systems used, including not divulging passwords or private keys to anyone else



o  recognise that certain data is confidential and that the intended use of all data must be respected



o users should become familiar with and abide by the guidelines for appropriate usage of the systems and networks that they access

[image: ]























































72

image6.jpeg







image7.jpeg







image8.png







image9.png







image10.png

(B 0 0 1
mamaaRRRRARR g EE
Lol
[







image11.jpeg

{onEy
sy






image12.jpeg







image13.png







image14.png







image15.png







image16.png







image17.png







image18.png







image19.jpeg

RAM: looks at the

Controller: sends
address bus to see

control signal to RAM
telling it read data

RAM: places the
required data on the
data bus

the location that
needs to be read







image20.jpeg

Fetch: controller issues read
command to memory to
move instruction to add two
numbers to register

Execute: ALU perfoms the Decode: controller decodes
addition calculation on two instruction to add two
numbers and stores the Bl numbers and informs ALU to
result in register perform calculation







image21.png







image22.png

Instruction
4

Instruction
3







image23.png







image24.jpeg







image25.png







image26.png







image27.png







image28.png







image29.png







image30.jpeg







image31.jpeg







image32.jpeg







image33.png







image34.png







image35.jpeg







image36.jpeg







image37.jpeg

Jipaehitr tlonane ) AL datertbutes 1 L0 C3 L1 1
PR PR e R R

o uieh specifind ageribuces.
Faret

t Pl netning oot
Deading information or sunpery)]
R R R ot

1 Brzany

BRI, b otmer of The
BEBIAG TR Shectt 104 Sirectary and 411 sunair]
Conlralt UER (B TEo L LT e







image38.jpeg







image39.png







image40.png







image41.png







image42.png







image43.png







image44.png







image45.png







image1.png







image46.png







image47.png







image48.png







image49.png







image50.png







image51.png







image52.png







image53.png

Example of sampling analogue
sound

9 10 11 12 13 14

Voltage (mV)
o







image54.png







image55.png







image2.png







image56.png







image57.png







image58.jpeg

L
--
B _B

R
w ”z’
N ANSUSN
.“.“.l
|||






image59.png







image60.png







image61.png







image62.jpeg







image63.jpeg







image64.jpeg







image65.jpeg

Attempts = Number of charactersPesswerd length






image3.png







image66.jpeg

Attempts = 26° = 208,827,064,576






image67.jpeg

Attempts = 62° = 13,537,086,546,263,552






image68.jpeg

Original file size

Compressionratio = ———————
Compressed file size






image69.png







image70.png







image71.png







image72.png







image73.png







image4.png







image74.png







image75.png

English || Cymraeg

Enhancing learning, enabling achievement

WJEC Digital Educational Resources

Potential

Search >

Welcome to the WJEC Digital Educational Resources website. We create

digital resources to support the teaching and learning of subjects offered The new website looks great!It's very easy to navigate -
by WJEC. If you have feedback regarding any of our resources or if you always a bonus for busy teachers who are short of time.
have any specific requirements, please contact us. I'm looking forward to seeing how it develops. - Owain

Gethin Davies Ysgol y Creuddyn






image76.png







image77.png







image5.png








image11.emf
9. Component 1 -  Full Revision Guide.pdf


9. Component 1 - Full Revision Guide.pdf


GCSE Computer Science 


Component 01 


Revision 







System Architecture 


A CPU is the part of the computer that completes the 


processing. It can be said to fetch and execute 


instructions from main memory. This is called the fetch 


execute cycle. 
Fetch, execute cycle 


Some CPUs are better than others. Factors that affect the speed include: 


1. Clock speed—the number of fetch execute cycles per second. This is measured in Hz. 2GHz is the 


same as 2,000,000,000 cycles per second. 


2. Number of cores—most modern CPUs have more than one CPU core. This is like splitting the CPU 


up into several mini-CPUs. The more cores the more instructions can be processed at once. e.g. a 


quad core processor has four cores and can process four instructions at once. 


3. Cache—fetching instructions from memory takes time. A good idea is to put the most commonly 


used instructions in some super fast memory located on the CPU itself. This is called cache. The 


bigger the cache, the more instructions can be stored there and the faster the CPU will run. 


The CPU has two main parts: 


1. Control Unit (CU) —Provides control signals so data goes to 


the place it is supposed to. Controls timing signals including 


the clock speed. Sends signals to memory, the ALU and I/O 


devices. 


2. Arithmetic Logic Unit (ALU) - performs any maths 


(arithmetic) calculations, performs logic calculations (e.g. is 


x < y). 


An embedded system is a computer that is fully contained within the 


device it controls. 


However it still has all the features of the other computers we have 


been learning about! e.g. a CPU fetches instructions from memory 


Examples: 


 Microwave 


 Plane 


 Washing machine 







VON NEUMANN ARCHITECTURE 


Modern CPUs still follow a design made decades ago by John von Neumann. They have a series of 


registers which are small storage locations on the CPU. These registers are used in the fetch execute 


cycle. 


The Program Counter (PC) -  


1. points to the next instruction in memory 


2. copies its value (which is a memory address) to the MAR 


3. gets incremented by 1 (1 is added to it) so that it points to the next instruction 


The Memory Address Register (MAR) -  


1. receives a memory address from the PC 


2. sends the memory address along the address bus to the correct location in memory 


The Memory Data Register (MDR) - 


1. the instruction and data is sent along the data bus and stored in the MDR 


Accumulator - 


1. when the instruction is executed the results are stored here. Holds a running total of the 


operation currently happening. 







RAM 


1. Stands for Random Access Memory 


2. Stores instructions and data for programs that are currently in use 


3. Volatile—when the power is switched off all its contents are lost 


4. Two types: 


 DRAM (dynamic RAM)—less expensive, not as fast, needs constant 


refreshing. Used for the main RAM in your computer. 


 SRAM (static RAM) - much more expensive, faster, doesn’t need lots of 


refreshing. Used for cache (see below). 


ROM 


1. Stands for Read Only Memory. 


2. Stores instructions needed to boot up the computer including the BIOS. 


3. Non-volatile—keeps its contents when the power is switched off. 


4. Originally Read Only meaning data could not be written to by the user—however 


over the years different types of ROM have been developed that allow the user to 


write some data PROM, EPROM, EEPROM. 


VIRTUAL MEMORY 


Often there isn’t enough space in RAM for all the programs that are currently being run. 


The operating system can use a special section of the hard drive to deal with the overflow if necessary. This is 


called a page file and the process is known as virtual memory. 


Data and instructions must be in RAM to be processed by the CPU so they need to be swapped in and out from 


the hard drive before they can be processed. 


This means that although there is more overall space, using virtual memory is much slower than using RAM. 


Fetch, execute cycle Items swapped in and out 


of RAM as needed.  


Swapping files from the hard drive to 


RAM takes a lot of time so using virtual 


memory is very slow. 


The CPU fetches and executes instruction 


from RAM only. It can’t access the hard 


disk directly. 







Fetch, execute cycle Cache—stores the 


most commonly 


used instructions for 


quick retrieval 


 
CACHE MEMORY 


One of the problems with the fetch execute cycle is that it can take a relatively long 


time for the data and instructions to be fetched from RAM. 


Modern CPUs combat this by using cache memory. This is super fast memory that is very close to the CPU. It 


stores the most commonly used instructions so that they can be retrieved much faster than if they were in RAM. 


This increases the speed of the computer. The more cache you have, the more instructions can be stored, and 


the better the performance of your computer. 


FLASH MEMORY 


Advances in ROM technology now mean that ROM can be made to be fully 


rewritable. This is called flash memory. 


Flash memory is useful as it is very fast compared to a hard disk drive and can be 


used as secondary storage in USB memory sticks, SD cards and solid state drives. 


MEMORY INNOVATIONS 


Using flash memory has led to new computer designs. Ultra fast solid state drives are now appearing regularly in 


laptops making them smaller, quieter and quicker. 


Mobile phone technology has rapidly advanced and now the quaint iPhone boasts tons of storage! 


The future holds many more potential technologies about the be released including: 


 A memory bit that is only 12-atoms big! Think how small our storage could become! 


 ReRAM—non volatile RAM. 


 Memresitor technology—memory so fast scientists can’t even measure the speed. 


Mobile computing devices like modern laptops and smart phones 


rely on flash memory for their secondary storage needs. This is fast 


and isn’t affected by being moved around. 


Technology is moving 


fast and there are many 


up and coming memory 


innovations that are set 


to transform the state 


of modern computer 


science. 







Optical Storage 


A type of storage that uses lasers to burn marks in a reflective disc. 


There are three types: CD-ROM, DVD-ROM and Blu-Ray ROM. 


Often used whenever something cheap to produce and portable is needed. Also, most people 


have access to the equipment to read the discs. 


Magnetic Storage 


A type of storage that uses lasers a magnet to make a magnetised segment on a disk platter. 


Includes hard disk drives and the outdated floppy disk. 


Hard disk drives feature in most modern computers as they offer a lot of storage at a cheap 


price and are relatively fast. 


Flash Storage 


A type of storage that uses electricity to open and close gates on a circuit board. 


Includes USB memory sticks, SD cards and solid state drives. 


Very fast, portable and not affected by moving parts. This technology is slowly overtaking the 


storage world as it becomes cheaper and cheaper. 


Unit Abbreviation Number of Bytes Notes 


Bit  1/8 either a 0 or 1 


Nibble  1/2 e.g. 1010 


Byte  1 e.g. 11001100 


Kilobyte KB 1,000 written as 1KB 


Megabyte MB 1,000,000 or 1000KB 


Gigabyte GB 1,000,000,000 or 1000MB 


Terabyte TB 1,000,000,000,000 or 1000GB 


Petabyte PB 1,000,000,000,000,000 or 1000TB 







CAPACITY—how much data the media can store. The higher the 


capacity the better. 


A typical SD card might hold 32GB. A hard drive might be about 2TB. 


Old floppy disks were 1.44MB. 


ACCESS SPEED—how quickly the device can read and write data. 


Old floppy disks were very slow as are tape drives. 


Optical drives are quite slow. 


Hard drives are pretty fast. 


Solid state drives are very fast. 


PORTABILITY—can the device be carried around easily? 


Internal hard disk drives can’t be carried around easily. Neither 


can solid state drives. 


Optical disks, flash memory sticks and SD cards are very portable. 


DURABILITY—is the device easy to damage? 


Internal hard disk drives and optical discs are very fragile. 


Flash memory is much more durable. 


RELIABILITY—how long does it go before it starts to break? 


Most storage devices are quite reliable and will suit most uses. 


However, flash memory degrades over time and eventually wears 


out. 


Optical discs can’t be rewritten forever. 


Magnetic storage like hard disks last a very long time. 







A network is when two or more computers are connected together. This is often a good idea because: 


 Files can be shared. 


 Resources like printers and scanners can be shared. 


 Buying software for multiple computers is often cheaper (site license). 


 You can manage users and security centrally. 


However, you can choose to not network your computers. This is called a standalone environment. Not 


having a network is more secure and cheaper to set up but doesn’t give you any of the benefits above. 


Wired and Wireless Networks 


A network can have different sizes. 


LAN – local area network 


WAN – wide area network 


 Advantages Disadvantages 


LAN Quick and easy to set up Small area only 


Cheap to set up Relatively few computers / users 


Cheap to maintain  


Relatively fast  


WAN Can be any size – even global More expensive to set up 


Allows many more computers / 


much more intricate and detailed 


Needs ongoing maintenance 


 Needs specialised equipment and expertise 


 Slower 







 


 


 


 


 


    


Wireless Access 


Point 


Router  Switch  Network Interface 


Card  (NIC) 


Transmission Media  


Lets a device 


connect to a LAN 


using WiFi.  


Connects two 


networks together, 


usually a LAN to the 


internet 


Intelligently decides 


where data travels to in 


a network so each 


device gets the data it 


needs 


Lets a computer 


connect to a network 


using a wire. 


Refers to the cabling 


used to connect the 


network together and 


includes Ethernet 


cable, coaxial cable 


and fibre optic cable. 


NETWORK HARDWARE 


NETWORK PERFORMANCE FACTORS 







CLIENT SERVER VS PEER TO PEER 


Client server involves having one centralised computer (a server) that does most of the processing and stored 


most of the data. The client computers connect to the server when needed. 


In peer-to-peer all the computers have the same importance and all share processing and storage. 


 Advantages Disadvantages 


Client 


Server 


Files are stored centrally – easy to manage. Needs a specialist network operating system. 


Backups and security controlled centrally – 


more secure. 


You often have to employ a network manager 


(costs money). 


You can have levels of access to control 


data. 


You need to buy a server and other expensive 


equipment. 


Peer 


to 


Peer 


No need for a network operating system. Files are stored on individual computers so it can 


be harder to find things. 


Much easier to set up – no high-level IT 


knowledge needed. 


Everybody has to be responsible for not bringing a 


virus in. 


If one computer fails then the network can 


carry on. 


No levels of access – less security. 







THE INTERNET 


The internet is a very large WAN. In fact it is a collection of 


networks that span the entire world. 


Key terms: 


DNS – Domain Name System – the system that converts a web 


page’s name (also know as URL e.g. amazon.co.uk) into its 


corresponding IP address.  


Hosting – the process of storing a web page on a server so that it 


can be accessed on the World Wide Web. 


The Cloud – a term used for storage that can be accessed using 


the internet. 


VIRTUAL NETWORKS 


A virtual network is a small subset of a LAN or WAN 


where only specific computers can see each other. 


In the example opposite, the red computers have 


been made into a virtual network. To the users on 


those machines it will seem like they are the only 


computers on the network. 


It could be that the red computers are for the 


network administrators and the others are for 


normal users. 


Normal users won’t be able to see the admin 


functions and vice versa. 


This is handy as there is no need to rewire the 


network to do this—it is possible via software and 


using all the existing physical connections. 







Network Topologies, Protocols and Layers 


STAR NETWORK 


In a star network all computers are connected directly to a 


central server or to a switch. 


 


Advantages 


The network can be managed centrally and it is easy to add 


more computers.  


If one computer breaks the network still runs. 


 


Disadvantages 


If the server breaks no computers will work. 


Needs specialist equipment (switch) MESH NETWORK 


In a mesh network all computers are connected to every 


other computer in the network. This means all computers are 


the same importance. 


 


Advantages 


Very robust and reliable way to cable a network. 


Not reliant on a server. If one computer breaks the rest are 


fine. 


 


Disadvantages 


Requires a lot of cable to set up – this is expensive. 


WI-FI—FREQUENCY AND CHANNELS 


A standard for connecting computers together into a wireless network by sending data across radio waves. 


The acronym doesn’t stand for anything—it is just a brand name. 


Frequency—the number of oscillations per second the radio wave uses. Wi-Fi signals operate at a range 


of frequencies that are split up into channels. 







A channel is a frequency range that Wi-Fi will transmit across. The available frequencies can be 


split in channels of different widths depending on the technology being used. 


Sometimes, you might want to change to a different channel if lots of devices in the area are using 


one or overlapping channels. This will prevent interference and improve performance. 


 


WI-FI ENCRYPTION 


Normally, you wouldn’t want somebody to access the data being sent across Wi-Fi otherwise they 


could steal important data or use your internet connection for free. A signal can be encrypted to 


prevent this. There are 4 types of Wi-Fi encryption: 


WEP The first type of wireless encryption invented. It uses an encryption key which has been 


found to be too short and is vulnerable to a brute force attack. A hacker could guess a 


WEP password within a few minutes using widely available software. 


WPA Was introduced to improve on the vulnerabilities of WEP. This method involves changing 


the encryption key for every data packet making it much harder to breach. 


WPA2 An even stronger version of WPA. This uses 128 bit encryption and in now mandatory in 


all devices showing the Wi-Fi brand symbol. 


WPA3 Released in January 2018 this method uses 192 bit encryption and has extra security for 


users who choose to use weak passwords. 


ETHERNET 


Ethernet is a protocol that governs the transmission of data 


between devices. It uses cables to transmit the data in a LAN. 


Ethernet is useful for connecting devices in close proximity. After 


100m the signal degrades and becomes unusable. This can be 


extended with range boosters. 


Ethernet uses broadcast addressing. 


This means if a device sends some data it broadcasts it out and all 


the devices on the network receive it. They then need to decide if 


the broadcast is for them or not and either read the message or 


ignore it. 


Devices can only send data when there is no other devices transmitting to avoid data becoming jumbled up. 


An Ethernet system uses collision detection to stop these kinds of data collisions. 







IP vs MAC ADDRESS 


An IP address is given to everything that is connected to the internet. 


It is a unique number that identifies your computer / device and can be used as a way to know where to send 


data to and where it is sent from. 


A MAC address is a unique number that is hard wired into every piece of networking equipment. It does not 


change. 


Protocol What it stands for What it does 


TCP/IP Transmission Control Protocol / Internet 


Protocol 


For sending any data across the 


internet 


HTTP Hyper Text Transfer Protocol For sending and receiving data about 


web pages 


HTTP/S Hyper Text Transfer Protocol Secure For sending and receiving encrypted 


data about web pages 


FTP File Transfer Protocol For sending files 


POP Post Office Protocol For receiving emails 


IMAP Instant Message Access Protocol For receiving emails and syncing 


emails to the server 


SMTP Simple Mail Transfer Protocol For sending emails 


PROTOCOL LAYERS 


Protocols aren’t just one process. 


They are broken down into layers – each layer does a different job. All the jobs 


combined complete the task of sending the data. 


Each protocol is different but an overarching model has been made called the OSI 


model that tries to show you all the possible layers. 


PACKET SWITCHING 


1. Data is split into chunks called packets 


2. Each packet is marked with:  the sending and receiving IP 


address; the sending and receiving MAC address; how many 


packets there are in total and which packet this one is. 


3. The packets can then take any route across the internet. 


4. The are reassembled at the other end into the original full 


message. 


5. If a packet becomes lost in transmission then it can be requested again. 







System Security 


MALWARE 


Stands for malicious software – it includes any software that has been designed to 


cause harm to a user or the computer. 


Examples are: 


 Virus: software that copies itself from machine to machine causing harm as it 


goes. 


 Trojan horse: malware that is disguised as something beneficial e.g. a game 


or utility and only once downloaded does it cause damage. 


 Spyware: malware that watches the keys you press trying to record your 


passwords and personal information 


 Ransomware: locks your computer and all the files so you can’t access it 


unless you pay the evil owner a huge sum of cash! 


SQL INJECTION 


Malicious code is entered into a form on a website that attempts to change the SQL 


statement that goes to the server. 


This could mean that the criminal gets unauthorised access to data from the database or 


could delete / modify the data. 


e.g.  


Adding ;DROP TABLE Customer to the end of a query string might delete a website’s 


customer data if it wasn’t securely protected. 


PHISHING 


An email is made to look like it comes from a legitimate source such as 


a bank. The email will try to trick the user into clicking on a link and 


entering their personal information. This was the hacker can gain 


access to your secure accounts! 


BRUTE FORCE ATTACK 


One way to try to guess somebody’s password is to simply try every single possible combination of passwords available 


until the correct one is found. This is called a brute force attack. 


The longer the password and the wider range of characters (e.g. numbers, letters, special characters) the harder it is to 


do this sort of attack. 







DENIAL OF SERVICE ATTACK 


A web server is flooded with requests so that it cannot cope with the 


demand and either shuts down or stops being able to answer the real 


requests. 


DDoS (distributed denial of service attack)  is a variant of this and 


involves the hacker taking over a whole host of computers and using 


them to perform the attack in unison. This makes it much harder to 


stop as the attacks are coming from different locations all around the world. 


DATA INTERCEPTION AND THEFT 


Each time any communication is sent across a network, whether it is a 


Local Area Network or a Wide Area Network, it is split up into packets 


and sent by various routes. As they travel from one part of the 


network to another, they are at risk of being intercepted, read, altered 


or deleted.  


One way data can be intercepted is if someone uses some hijacking 


software and pretends to be the destination for communications 


across a network. Another way is for a user to use 'packet sniffing' 


software and hardware to monitor network traffic and intercept those 


packets it is interested in. People using packet sniffers are especially 


looking for plain text files, passwords  and set-up information being set across the network, which they can steal, 


analyse and extract information from.   


SOCIAL ENGINEERING 


This includes any number of techniques designed to trick people into giving away crucial data or passwords. 


Effectively this is the same as an old fashioned “con”. Some of the scams available include: 


 Pretexting—impersonating a trusted source like a police officer or bank clerk 


 Phishing—see above 


 Tailgating—looking over someone’s shoulder to see their PIN 


 Quid quo pro—phoning up pretending to be from technical support 


POOR NETWORK POLICY 


Every good network should have policies in place to prevent users doing 


harmful things. If these policies are not there then the network is at risk. 


Network policies might state: 


 Users should not access any account they are not authorised to 


 Users should refrain from viewing illegal, defamatory or pornographic 


content 


 Users should refrain from downloading files without knowing their 


source 


 Users should not click on links in emails without knowing their source. 







Ways to Protect 


PENETRATION TESTING 


Sometimes called pen testing. This is when a company hires 


somebody with hacking skills to try to break into their system. If 


they are successful they can tell the company the weaknesses so 


that they can fix them and protect themselves from real attacks. 


 


NETWORK FORENSICS 


The process of monitoring and analysing traffic on a network. It will allow you to see which users are performing 


suspicious actions and can be used to find the source of attacks. 


 


NETWORK POLICIES 


Rules for using a network that users have to agree to before they can touch a 


computer. Often this will include items such as agreeing not to install software, 


not to look at inappropriate content and not to create malware . 


 


ANTI-MALWARE SOFTWARE 


Protection software that stays in the computer’s memory. It is constantly 


scanning the drives and memory for any malicious software. It compares suspicious items with a known database 


of threats and reports it to you when there is a match. You can then choose to quarantine the file or delete it. 


 


FIREWALLS 


Scans files as they come into your system from across a network or the internet. It will let you know if anything 


looks suspicious and you can set it to block certain types of files or files from certain sources. 


 


 







USER ACCESS LEVELS 


Means that you can allow only partial access to your system to different users. For example, a pupil in a school 


won’t be able to access as many files as a teacher and the teacher won’t be able to access as many files as the 


network administrator. 


 


PASSWORDS 


Strong passwords can help to protect against brute force attacks. The longer the 


password the better and it helps if it contains numbers, a mix of capital and 


lowercase letters and special characters. Favourite football teams or pet names 


should be avoided! 


 


ENCRYPTION 


Scrambles up data before it is sent across a network or the internet. Only 


the person who knows the secret encryption key can unscramble it so it 


doesn’t matter if it is intercepted by criminals. 


 


INPUT SANITISATION 


Takes data that has been entered into a form on a webpage and removes 


any malicious code from it. Techniques involve removing any special 


characters and using a feature called prepared statements that convert 


strings into correct SQL statements. 







Systems Software 


DEFINITION 


Systems software provides an interface between the hardware and software and is used to control the hardware. 


 


FUNCTIONS OF AN OPERATING SYSTEM 


User Interface— This is the part of the OS that you can 


see.  A user interface lets you enter commands and lets 


the OS display the results of those commands. Two 


types: 


 CLI—Command Line Interface: commands are 


entered by typing them in. Very fast and powerful 


but only suitable for expert users. 


 GUI– Graphical User Interface: commands are 


entered using a mouse / touchscreen and icons are clicked on. 


Slower and less powerful than a CLI but suitable to all abilities. 


 


Memory Management—let’s memory be shared so more than one process can be 


stored in RAM at once. This means that modern operating systems are usually multi-


tasking i.e. they let you run lots of programs at the same time. Memory 


management also controls the use of virtual memory (see memory section). 


 


 


Peripheral Management– a peripheral 


is a device you plug into your computer. It might be a mouse, 


keyboard, scanner, camera or any other. The operating system uses 


device drivers to act as a link between the hardware of the device 


and the software of the OS. 


 


User Management– lets you have different log ins for different users. 


Each user might have different privileges (user access levels). 


 


File Management– lets you organise your files into folders. Also lets you compress files to make them smaller and 


there might be some utilities for cleaning up old files. 







Utility Software 


DEFINITION 


Software that fixes problems on your computer or maintains the good working order of your computer. 


 


ENCRYPTION 


Encryption takes data and scrambles it up so that it cannot be read. 


Only if somebody has the correct password (called the key) can they unscramble 


the data and read what is inside. 


This is particularly useful for sending data across the internet and is used in 


online shopping to protect credit card details. 


 


DEFRAGMENTATION 


When a hard drive writes data it puts it onto the disk in no particularly order. 


This can mean that files can get scattered across the disk – they become 


fragmented. 


A defragmenter aims to put all the bits of related files together. This speeds up 


the hard disk as you don’t need to keep going to all four corners to read files that 


are associated with each other. It can also free up space. 


 


DATA COMPRESSION 


Makes a file smaller so that it takes up less space and can be transferred faster. 


It is possible to compress all the files on your disk. This gives you more space but is 


slower. 


Two types = lossy and lossless. 


 


BACKUP 


A backup utility makes a copy of all your important 


files and documents and stores it somewhere else. 


This is good as it means if your main drive fails you 


don’t lose all your data. 


A full backup will backup every necessary part of 


the system in one huge block. This is very systematic but takes a long time. 


An incremental backup will only backup files that have changed since the last full backup. This is quicker to perform 


but it is harder to restore files from. 







Ethical, Legal, Cultural and Environmental 


GOOD BAD 


Using computers saves paper: 


 Emails reduce the amount of letters we send 


 Digital storage reduces the amount of paper files 


we keep 


Computers use energy! Energy means fossil fuels are 


burned which increase climate change. 


Using video conferencing services has reduced the need 


to travel for meetings 


Computers are full of noxious chemicals that cannot 


easily be disposed of. Most of these chemicals end up in 


landfill sites damaging the environment for decades to 


come. 


People can now work from home by dialling into their 


work’s server. This reduces commuting and thus reduces 


traffic and pollution. 


 


ENVIRONMENTAL EFFECTS 


CULTURAL IMPLICATIONS 







LAW DESCRIPTION DETAIL 


The Data Protection Act 


1998 


The law that prevents the 


misuse of your personal 


information. 


8 principles: 


1. Data will be processed fairly and lawfully. 


2. Data will only be used for the purpose it was gathered 


for. 


3. Data will be adequate, relevant and not excessive. 


4. Data will be accurate and up to date. 


5. Data will not be held for longer than necessary. 


6. Data will be processed with the rights of the data 


subjects. 


7. Companies will protect against unauthorised access 


to data 


8. Data will not be shared outside the European 


Economic Area. 


Computer Misuse Act 


1990 


The law that stops 


people causing harm 


using computers. 


Crimes are: 


Hacking (unauthorised access to a computer system). 


Creating malware. 


 


Freedom of Information 


Act 2000 


The law that lets the 


public have any 


information held by the 


government 


Anybody can make a freedom of information request to the 


government for virtually any data they hold. There are 


some exceptions: 


 You can’t ask for specific data about an individual e.g. 


somebody’s medical history. 


 Data kept for national security e.g. military data 


Copyright Design and 


Patents Act 1998 


The law that protects 


published works and 


makes sure that only 


their creators get the 


rewards. 


Any work that has been published e.g. book, film, music, 


software, TV show is covered by copyright law. 


The law states that the owner of the copyright has the right 


to be paid for the work they have done. Any copying or 


redistributing of the work is illegal. 


Creative Commons 


Licensing 


A type of license that 


means the author gives 


their work away 


The creator of a work puts this license on whenever he 


wants people to be able to freely distribute it without fear 


of breach of copyright. 


LEGAL IMPLICATIONS 







Type Description Advantages Disadvantages 


Open Source Source code is published with 
the software. Often 
distributed free of charge. 


You can edit the source code 
to customise it 


Not as much support 
available or you may need to 
pay for it 


It’s often free! You need to be an expert to 
edit code 


A community of enthusiasts 
keep updating it 


Not normally as many 
features as proprietary 


Proprietary You need to buy a license to 
use the software. Can be 
bought in shops or 
downloaded 


High quality software with 
lots of features 


You have to pay! 


Help and support provided Not as customisable 


Updates provided by 
professionals 


Can sometimes be too 
generic for specialist 
purposes 


OPEN SOURCE VS CLOSED SOURCE 


STAKEHOLDERS 


A stakeholder is quite simply anybody who has an interest in a 


computer system or piece of software. 


It could include: 


 The customers. 


 The developers. 


 The staff in the PC shop who sell it. 


 The support staff. 


 The delivery men. 


PRIVACY 


Privacy is simply the right that all people have to not be watched. Many 


people feel this right is being eroded away in modern society: 


 CCTV cameras are found in most town centres. 


 Number plate recognition systems track your car wherever you go. 


 Phone GPS systems can track your movements on foot. 


 Your ISP can keep records of your internet habits. 


 Your phone can be tapped by police under certain circumstances. 


 


Many citizens have tried to combat this by using technologies that mask their IP addresses and encrypt their 


messages but the government is often pushing for even more control. 
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Computational Thinking  
 


ABSTRACTION  
Making a problem simpler by removing unnecessary details. This is important when coding as it:  


• Makes it easier to code!  


• Means less time is wasted on the unnecessary details.  


• Means the final product will use less memory and processor power.  


  


e.g. we are making a system to track a pupil’s attendance in school:  


DETAILS WE MIGHT KEEP IN  UNNECESSARY DETAILS WE WOULD LEAVE OUT  


Pupil names  Pupil eye colour  


Whether they were in or not on a certain day  Medical records  


Days of the week  Behaviour points  


Holidays  Phone number  


 


DECOMPOSITION  
Breaking a difficult problem down into smaller and smaller sub problems until they are easy to solve.  


We use this in programming to break a project down until we can code each section with one function.  


Here is a problem decomposition diagram for an Endless Runner style game.  


 
ALGORITHMIC THINKING  
The spec says you need to think in algorithms… don’t worry! You have been learning this since you started to learn 


how to code. You will need to be able to understand and write flow diagrams and pseudocode.  







  


FLOW DIAGRAM SYMBOLS  


    


 START / STOP  PROCESS  DECISION  INPUT / OUTPUT  SUBROUTINE  


PSEUDOCODE  
The good news is that when writing pseudocode there isn’t a right or wrong. You can write anything that looks a bit 


like code and a bit like English. You just need to show the processes you would use when you write actual code.  


The exam board have a standardised format for the pseudocode they will use. This is available in the specification 


(appendix 5f) which can be downloaded from the exam board’s website or you can ask your teacher.  


Linear Search  
• Used to search a list or array for a certain item and returns the index.  


• Can be used on unsorted lists.  


• Checks each item in turn one-by-one until the item is found.  


• If the item isn’t found a value of –1 is returned.  


• Not efficient for large lists although you might get lucky and the item could be in the first few you check.  


 ...go through these to the end checking for a match...  stop  


start here  


 


Value  3  15  2  8  7  1  14  38  10  6  


 Index  0  1  2  3  4  5  6  7  8  9  


  


        







Binary Search  
• The array must be sorted.  


• A mid point is found and a logical test is made to decide whether the item is less than, greater than or 


equal to the mid point.  


• If less than or greater than, half the array is discounted. This repeats until the mid point = the item found.  


• Uses three pointers—low, mid and high.  


• Much faster for large lists than linear search but array must be sorted first.  


Example: searching for 7  


1  7  9  12  13  18  22  25  28  30  


 0  1  2  3  4  5  6  7  8  9  


  low   high  


The mid-point is worked out to be index 5. In this example we can see that 7 < 18 so we discard the high half of the array by setting 


the high pointer to be mid—1 and keeping the low pointer the same.  


1  7  9  12  13  18  22  25  28  30  


 0  1  2  3  4  5  6  7  8  9  


  low   mid   high  


The mid-point is now worked out to be index 2. We can see that 7 < 9 so we set high to be mid—1 and keep the low pointer the same 


again.  


1  7  9  12  13  18  22  25  28  30  


 0  1  2  3  4  5  6  7  8  9  


  low   mid  


high  


The mid-point is worked out to be index 2. This time the mid-point is equal to the item searched for so we return the index value 


which is 1.  


  







Bubble Sort  
• A bubble sort involves looping through every item in an array.  


• Each item is compared to the one to its right. If they are in the wrong order they swap.  


• A variable needs to be used to store whether or not there were any swaps in a pass. When there are no swaps 


the algorithm ends.  


• Each pass the largest value will “bubble” to the right. This means it is not necessary to check this number 


again.  


• Bubble sort is a very slow sort and there is no reason to use it other than for academic purposes. The only 


advantage is that some may find it slightly easier to implement than some other sorts.  


1 and 10 compared and swapped (swap set to true) 10 and 8 


compared and swapped  


10 and 3 compared and swapped  
10 and 7 compared and swapped - first pass complete  


1 and 8 compared - not swapped  
8 and 3 compared and swapped (swap = true)  


7 and 8 swapped. No need to check 10 again. Pass complete.  
1 and 3 compared. 3 and 7 compared. No need to check 8 and 10. 


No swaps so end.  


 


 


  


10  1  8  3  7  


1  10  8  3  7  


1  8  10  3  7  


1  8  3  10  7  


1  8  3  7  10  


1  8  3  7  10  


1  3  8  7  10  


1  3  7  8  10  


1  3  7  8  10  







Insertion Sort  
• In an insertion sort we loop through the array from left to right.  


• For each index, we loop back to the left comparing each value as we go.  


• If the value is greater than the index we shift it right. This continues until we find the correct insertion 


point and the index in placed in the correct spot.  


• One iteration from left to right is enough to fully sort the array.  


• Insertion sort is generally much faster than bubble sort.  


For each index of the array the algorithm loops back to the left to find 


the insertion point.  


Any item which is bigger than the index is shunted to the right until the 


index is in the correct place.  


 


 


 


 


  


 


5  2  4  6  1  


 


2  5  4  6  1  


 


2  4  5  6  1  


1  2  4  5  6  
 







Merge Sort  


• The array is divided in half over and over until each subset is 1 big.  


• A merge algorithm is performed on each pair of subsets until there is one, combined, sorted subset left.  


• Merge sort is significantly faster for large arrays than insertion or bubble sort.  


 


The original array is split into smaller and smaller arrays until each array has a length of one.  


The merge function is then called on each pair of arrays. This happens over and over until one, sorted array remains.  


 
 


 


 


 


 


Don ’ t forget you can play around with these algorithms at  http://www.learncomputing.org / 


algorithms.ph p   



http://www.learncomputing.org/algorithms.php

http://www.learncomputing.org/algorithms.php

http://www.learncomputing.org/algorithms.php

http://www.learncomputing.org/algorithms.php

http://www.learncomputing.org/algorithms.php





 


Programming Techniques  
Variable - points to a named section of memory where a value is stored. The value can change during the 


program’s execution.  


Constant - points to a named section of memory where a value is stored. The value cannot change during the 


program’s execution.  


Assignment—the process of storing a value in a variable / constant.  


Variables are given a data type. This sets the size of the storage location in memory and dictates what values 


are allowed to be stored there.  


DATA TYPE  ALTERNATE NAMES  DESCRIPTION  


Integer    A whole number e.g. 7  


Real  Float, single, double, decimal  A number with a decimal point e.g. 7.45  


Character  char  One ASCII character e.g. R  


String    A word or sentence made up of multiple characters. 


Stored as a special read-only array of characters.  


Boolean  bool  Has only two possible values—true or false  


 


CASTING   


The process of converting one data type to another. See below example of casting to an integer and string.  


OCR  


PSEUDOCODE  


 


PYTHON  


 


C#  


 







Sequence, Selection and Iteration  


Sequence - instructions are executed in order from top to bottom until told to stop. This is the basic way that 


programs work.  


Selection - the program will branch to a different section depending on the result of a comparison. In simple 


terms—this is an IF statement.  


Iteration— a section of the program is repeated either a certain number of times or until a condition is no 


longer true. In simple terms this will be either a FOR loop or a WHILE loop.  


SEQUENCE AND SELECTION EXAMPLES  


OCR  


PSEUDOCODE  


 


PYTHON  


 


C#  


 


ITERATION EXAMPLES  


OCR  


PSEUDOCODE  


 


  


PYTHON    


 


  


C#  


 


  


  


  


  







 


Arrays  


An array is a series of storage locations in memory that are named under one identifier. Each location is given an 


index beginning with zero.  


Those of you who have studied Python should know that arrays do not exist in this language. Python uses Lists 


instead which are similar. At GCSE level it is ok to assume that lists and arrays are the same thing.  


Arrays can be one-dimensional (one row) or two-dimensional (many rows like a grid).  


1D ARRAYS  


Animals =  


 0  1  2  3  4  


The following examples show how to declare and assign the array above.  It then shows how to iterate through 


the array and print out each value.  


OCR  


PSEUDOCODE  


 


PYTHON  


 


C#  


 


 


 


Dog  Horse  Fish  Cow  Sheep  







2D ARRAYS   0     1   2  


 foods =  0  


1  


2  


 


The following examples show how to declare and assign the 2D array above.  Notice the indexes start in the 


top left! It then shows how to iterate through the array and print out each value. If using Python then 


technically you are creating a list of lists but don’t worry about it at GCSE level.  


OCR  


PSEUDOCODE  


 


PYTHON  


 


  


C#  


 


 


  


Beef  Turkey  Chicken  


Bread  RiceDog  Pasta  


Carrot  Leek  Onion  







String Handling  


Get the length of a string….  


OCR  


PSEUDOCODE    


PYTHON  


 


C#  


 


Get part of a string. This example will print “Fred”.  


OCR  


PSEUDOCODE    


PYTHON  


 


C#  


 


Convert to upper case and lower case letters. Useful for validations.  


OCR  


PSEUDOCODE  


 


PYTHON  


 


C#  


 


Convert to ASCII and back again.  


OCR  


PSEUDOCODE   


PYTHON  


 


C#  


 


 


  


  


  


  


  


  


  


  


  







File Handling  


Remember when using files you have to open them in either read, write or append mode.  


You have to open the file, do your reading or writing, then close the file.  


The following examples will read every line from a file and write a line to a file.  


OCR  


PSEUDOCODE  


 


PYTHON  


 


C#  


 


 


 


 


 


 


  







Procedures and Functions  


A procedure is a named section of code that can be called multiple times. It can take any number of values as 


parameters but it does not return a value.  


OCR  


PSEUDOCODE  


 


PYTHON  


 


C#  


 
A function is a named section of code that can be called multiple times and returns a value. It can take any 


number of values as parameters.  


OCR  


PSEUDOCODE  


 


PYTHON  


 


C#  


 


  


  


  


  


  


  


  


  


  


  


  


  







 Operators  


Operator  Meaning  


==  Equal to  


!=  Not equal to  


<  Less than  


<=  Less than or  


>  Greater than  


>=  
Greater than or equal to  


Operator  Meaning  


*  Multiply  


/  Divide  


-  Subtract  


+  Add  


MOD  
Get the remainder of a 


division  


DIV  Get the whole number 


part of a division  


^  Power of  


Operator  Meaning  


AND  Logical AND (&&)  


OR  Logical OR (||)  


NOT  Logical NOT (!)  







 


Structured Query Language (SQL)  


 


SQL is used to create and search databases. At GCSE level you only need to know how to search. You might be 


given a data table like the one above and be expected to state the results of some SQL queries.  


SQL Query  Value(s) Returned  


SELECT Strength FROM Heroes WHERE Hero Name = “Apocalypse”  50  


SELECT * FROM Heroes WHERE Strength > 40  


Gives all the fields from Apocalypse 


and Dr Doom  


SELECT Hero Name FROM Heroes WHERE Intelligence > 6 AND Speed > 7  Apocalypse  


SELECT Hero Name FROM Heroes WHERE Intelligence > 6 OR Speed > 7  
Apocalypse, Black Panther, Dr  


Doom, Dr Octopus, The Beast  


Wildcards: * can be used to mean all fields should be returned or it could mean insert any number of letters. % 


means insert any one letter.  


LIKE: can be used to find values that are similar to the one in the statement.  


 







Defensive Design 
Anticipating Misuse  


When you design a system you should always assume that the worst will happen. Either somebody will 


accidentally do something silly to break it or, more likely, a malicious user will deliberately destroy it. It’s 


important to build in safeguards to protect yourself.  


Input Validation  


This tries to ensure a user’s input is reasonable. 


Different types:  


• Length check: test if the input isn’t too long  


• Format check: test if the input is in the correct 


format e.g. a date.  


• Presence check: make sure something has been 


entered.  


• Range check: test that a number entered is within 


a certain range.  


Authentication  


The process or action of verifying the identity of a user or process. This is 


what happens when you log into a system.  


  







Maintainability  


This refers to making your programs easy to debug, easy to work on in the future and easy to work on in a 


team.  


Comments  


Adding comments to your code is a sensible way to describe what your code does. This means that when you 


come back to it later you can remember what it all does. It also helps when other people work on your code.  


 


Indentation  


If you indent lines then it makes the code easier to read. Those of you that have learned Python know that this 


is required to get the code to work! Those of you that have studied C# will know that Visual Studio indents the 


code for you. Students of other languages are not so lucky!  


 


Use of Sub Programs 


If you split your code up into suitable procedures and functions, it becomes easier to manage and maintain. 


 


Naming Conventions 


Following rules for naming variables is a good idea so everyone on the team can easily understand the purpose 


of each variable. 


   


  


  







Testing  


Iterative  


This is testing as you code and is completed by the developer. You should make sure you test each line of code 


as you develop your program.  


Final / Terminal  


This testing is done when the program has been completed. Often, it will be done by a team of testers who will 


try to test all the inputs and outputs of a system to make sure everything works as intended.  


Syntax Error  


An error when the rules of the language have been broken. This could be anything from a misspelled work or a 


comma out of place or some other punctuation.   


Logic Error  


When all the rules of the language have been followed but the programmer has made some other mistake 


that prevents the program from running as expected.  


 


Test Data 


Let’s say we are testing the validation of a student’s test score. It should be between 1 and 100. 


Normal: some data that would normally be expected to be ok e.g. 56 


Boundary: data that is on the very edge of what should be expected, both inside and outside the bounds e.g. 


0, 1, 100, 101 


Invalid: data that should not be accepted e.g. -10, £FISH^HVC 


  







 


 AND  OR  NOT  


You’ll need to be able to recognise the three logic gate symbols above and be able to create relevant truth tables 


from any two of them combined.  


Remember, when creating a truth table, you just need to work out every possible combination of inputs—each 


one could be either 0 or 1.  


Creating a truth table from an AND 


gate.  


Creating a truth table from an OR 


gate.  


 


 


A  B  Q  


0  0  0  


0  1  0  


1  0  0  


1  1  1  
 


 


 


A  B  Q  


0  0  0  


0  1  1  


1  0  1  


1  1  1  
 


  Computational Logic 







Creating a truth table from a NOT 


gate.  


Here is are two examples of 


combining two gates together. In 


the exam you could be asked to 


combine AND with OR, AND with NOT or OR with NOT. Make sure you know how to do all the tables!  


 


A  B  NOT (a AND b)  


0  0  1  


0  1  0  


1  0  0  


1  1  0  


 


 


 


A  B  C  D  Q  


0  0  0  0  0  


0  1  0  0  0  


1  0  0  0  0  


1  1  1  0  1  


0  0  0  1  1  


0  1  0  1  1  


1  0  0  1  1  


1  1  1  1  1  
 


 


 


A  Q  


0  1  


1  0  
 







  


Translators 


  


Machine Code   


This is the lowest level language and is the only code a CPU can understand. It is  


written in binary (0s and 1s) and is hard for a human to work with. All code must  


be translated into machine code before it can be run.   


Assembly Language   


This is a low level language that uses mnemonics to repre- 


sent machine code statements. It has to be translated into  


machine code using an  assembler .   


LOW LEVEL CODE   


HIGH LEVEL CODE   


High Level Languages   


These languages use English sounding words that make it easier to code with. The language  


you learned on the course (e.g. Python, C#) is a high level language. It must be translated into  


machine code before it can be executed — either by a compiler or an interpreter.   


ASSEMBLY IS TRANSLATED  
INTO MACHINE CODE WITH  


AN ASSEMBLER   


HIGH LEVEL LANGUAGES ARE  
TRANSLATED INTO MACHINE  


CODE WITH EITHER A COMPILER  
OR AN INTERPRETER   


COMPILER   


Translates the program all at once. If there are any errors  


the program won ’ t run and all the errors will be displayed  


at once.   


INTERPRETER   


Translates the program one line at a time. If there is an  


error, the program stops and it is reported.   







IDEs  


The Integrated Developer Environment is the program you use to write your code in. An IDE has lots of features 


that make it easier to develop software. The ones the exam board want you to know about are:  


Editor  


This is simply the text editor that you type your code in.  It 


might have some useful features to help you: for example 


IntelliSense can remind you of the commands.  


Error Diagnostics  


This is the part of the IDE that tells you about errors. Once the program has been run it will give you a list of errors. 


Some IDEs use code highlighting to show you errors as you are typing.  


  


Run-Time Environment  


A testing environment that lets you run your code and track the values of variables without fully compiling it into 


an executable file.  


Translators  


Converts the program into an executable file. This means it is in machine code and can run on a CPU. There are 


two types: compiler and interpreter (see previous page).  
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IT Essentials 7.0 
Scope and Sequence 


Last Updated July 23, 2019 


Target Audience 


The Cisco® IT Essentials curriculum is designed for Cisco Networking Academy® students in upper secondary 


schools, technical schools, and colleges or universities who want to pursue careers in IT and learn how computers 


work, how to assemble computers, and how to troubleshoot hardware and software issues. 


Prerequisites 


There are no prerequisites for this course. 


Curriculum Description 


This course covers the fundamentals of computer and mobile device hardware and software, and advanced 


concepts such as security, networking, and the responsibilities of an IT professional. Students who complete this 


course will be able to describe the internal components of a computer, assemble a computer system, install 


operating systems, and troubleshoot them using software tools and diagnostics. Students will also be able to 


connect to the Internet and share resources in a networked environment. New topics in this version include 


scripting basics, using remote access technologies, IoT device configuration and communication types, 


documentation and change management best practices, and also, disaster prevention and recovery methods. 


Expanded topics include virtualization, cloud computing, and security. 


Cisco Packet Tracer activities are designed for use with Packet Tracer 7.2.1 or later.  


Curriculum Objectives 


The goal of this course is to introduce the student to computer hardware and software, as well as operating 


systems, networking concepts, mobile devices, IT security, and troubleshooting. The online course materials will 


assist the student in developing the skills necessary to work as a technician in the field of IT. The specific skills 


covered in each chapter are described at the start of each chapter. 


Upon completion of the IT Essentials v7.0 course, students will be able to perform the following tasks: 


● Select the appropriate computer components to build, repair, or upgrade personal computers. 


● Install and configure components to build, repair, or upgrade personal computers. 


● Perform troubleshooting on personal computers. 


● Explain how computers communicate on a network. 


● Configure devices to communicate on a network. 


● Explain how to troubleshoot laptops and other mobile devices. 


● Install a printer to meet requirements. 


● Describe virtualization and cloud computing. 


● Install Windows operating systems. 


● Perform management and maintenance of Windows operating systems. 


● Explain how to configure, secure, and troubleshoot mobile, MacOS, and Linux operating systems. 
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● Implement basic host, data, and network security. 


● Explain the roles and responsibilities of the IT Professional. 


Minimum System Requirements 


For the best learning experience, we recommend a typical class size of 12 to 15 students and a ratio of one Lab 


PC per student. At most, two students can share one Lab PC for the hands-on labs. Some lab activities require the 


student Lab PCs to be connected to a local network. 


The student Lab PCs will be in various states of assembly and repair and therefore are not suitable for viewing the 


curriculum. 


Lab PC Hardware Requirements 


In order to be able to implement the different topologies that are used in the lab exercises of the ITE curricula, 


Academies teaching the course will require the following equipment (at a minimum): 


• Windows 7.0, Windows 8.0, Windows 8.1, or Windows 10 (course will focus on Windows 10) 


• 1 PC Case with a minimum 300W power supply 


• 1 PCI, PCIe, or AGP-compatible motherboard 


• Intel or AMD CPU, 1 gigahertz (GHz) or faster with support for PAE, NX, and SSE2 


• 1 CPU heat sink and cooling fan 


• 2 gigabyte (GB) RAM (32-bit) or 4 GB RAM (64-bit) (2 X 1GB or 2 X 2GB suggested) 


o Some labs will require one module of RAM to be uninstalled or the simulation of a faulty module 


for troubleshooting purposes. 


• 60 GB hard drive (minimum); 80 GB or more (recommended) 


• The computer must support a full installation of Windows and two additional partitions of the same size 


• 1 DVD-ROM (minimum), DVDR, or BD/BDR 


• 1 Ethernet Card (If the motherboard does not have an Ethernet port) 


• 1 Wireless network adapter (compatible with the wireless router) 


• 1 PCI, PCIe (recommended), or AGP video card 


o DirectX 9 graphics device with WDDM driver 


• Cables to connect HDD/CD (Quantities vary) 


• 1 Mouse 


• 1 Keyboard 


• 1 Super VGA (1024 X 768) or higher-resolution video monitor 


Lab PC Software Requirements 


IT Essentials 7.0 content focuses on Microsoft Windows 10. Microsoft offers discount programs for academic 


institutions to purchase software at a reduced cost. Please visit the Microsoft website for your country or region to 


learn more. 
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Lab PC Repair Tools  


The computer toolkit should include the following tools: 


• Phillips screwdriver 


• Flathead screwdriver 


• Hex Socket Drivers (various sizes) (optional) 


• Electrostatic discharge (ESD) wrist strap and cord 


• Electrostatic discharge (ESD) mat with a ground cord 


• Safety glasses 


• Lint-free cloth 


• Electronics cleaning solution (optional) 


• Flashlight 


• Thermal compound 


• Multimeter  


• Compressed air service canister (optional due to globally varying classroom health and safety laws) 


• Power supply tester  


• Wire cutters 


• RJ-45 Crimpers 


• Cable strippers 


• Modular cable tester 


• Network Loop back plugs (optional) 


Additional Required Lab Equipment 


In addition to the equipment specified above, the lab topologies of ITE require the use of the following equipment 


and accessories: 


• 1 Internet connection for Internet searches and driver downloads (this could be the instructor's 


workstation) 


• 1 printer or integrated printer/scanner/copier for the class to share 


• 1 wireless router with WPA2 support for the class to share 


• Ethernet cable and RJ-45 connectors for building and testing working cables 


• Various USB flash drives for moving files between computers in the labs 


• Smartphones and tablets are desirable for use with the labs in the Mobile Devices chapter 


IT Essentials v7.0 Outline 


This course provides a comprehensive introduction to the IT industry and in-depth exposure to personal 


computers, hardware, and operating systems. Students learn how various hardware and software components 


work and best practices in maintenance, safety, and security. Through hands-on lab activities, students learn how 


to assemble and configure computers, install operating systems and software, and troubleshoot hardware and 


software issues.  
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Chapter Outline 


Table 1. Chapter Outline 


Chapter /Section Goals/Objectives 


Chapter 1. Introduction to Personal 
Computer Hardware 


Select the appropriate computer components to build, repair, or upgrade personal 
computers. 


1.1 Personal Computers Explain how personal computer components work together. 


1.2 PC Components Explain the Features and Functions of components. 


1.3 Computer Disassembly Disassemble a PC. 


Chapter 2. PC Assembly Install components to build, repair, or upgrade personal computers. 


2.1 Assemble the Computer Build a computer. 


Chapter 3. Advanced Computer 


Hardware 


Install and configure components to upgrade a computer. 


3.1 Boot the Computer Explain how to verify BIOS and UEFI settings. 


3.2 Electrical Power Explain electrical power. 


3.3 Advanced Computer Functionality Explain computer functionality. 


3.4 Computer Configuration Select components to upgrade a computer to meet requirements 


3.5 Protecting the Environment Explain the necessary procedures to protect the environment 


Chapter 4. Preventive Maintenance and 


Troubleshooting 


Perform Troubleshooting on personal computers. 


4.1 Preventive Maintenance Explain why preventive maintenance must be performed on personal computers. 


4.2 Troubleshooting Process Troubleshoot problems with PC and Peripheral devices 


Chapter 5. Networking Concepts Explain how computers communicate on a network. 


5.1 Network Components and Types Explain the components and types of computer networks. 


5.2 Networking Protocols, Standards, and 


Services 


Explain networking protocols, standards and services. 


5.3 Network Devices Explain the purpose of devices on a network. 


5.4 Network Cables Build a network cable. 


Chapter 6. Applied Networking Configure devices to communicate on a network. 


6.1 Device to Network Connection Configure devices for wired and wireless networks. 


6.2 Basic Troubleshooting Process for 


Networks 


Troubleshoot problems and solutions related to networks. 


Chapter 7. Laptops and Other Mobile 


Devices 


Explain how to troubleshoot Laptops and other Mobile Devices. 


7.1 Characteristics of Laptops and Other Explain the features and functions of laptops and other mobile devices. 
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Chapter /Section Goals/Objectives 


Mobile Devices. 


7.2 Laptop Configuration Explain how to configure laptop power settings and wireless settings. 


7.3 Laptop Hardware and Component 


Installation and Configuration 


Explain how to remove and install laptop components. 


7.4 Other Mobile Device Hardware 


Overview 


Explain the purpose and characteristics of other mobile devices. 


7.5 Network Connectivity and Email Explain how to configure network connectivity and email on mobile devices. 


7.6 Preventive Maintenance for Laptops 


and Other Mobile Devices. 


Use common preventive maintenance techniques for Laptops and other Mobile Devices. 


7.7 Basic Troubleshooting Process for 


Laptops and other Mobile Devices 


Explain how to troubleshoot Laptops and other Mobile Devices. 


Chapter 8. Printers Install a printer to meet requirements. 


8.1 Common Printer Features Explain the purpose and characteristics of different types of printers. 


8.2 Printer Type Comparison Compare Different Types of Printers 


8.3 Installing and Configuring Printers Install a printer. 


8.4 Sharing Printers Configure printer sharing. 


8.5 Maintaining and Troubleshooting 


Printers 


Explain how to improve printer availability. 


Chapter 9. Virtualization and Cloud 


Computing 


Describe virtualization and cloud computing. 


9.1 Virtualization Explain Cloud and Virtualization.. 


9.2 Cloud Computing Compare and contrast cloud computing concepts 


Chapter 10. Windows Installation Install Windows operating systems. 


10.1 Modern Operating Systems Explain operating system requirements. 


10.2 Disk Management Create a partition in Windows using the Disk Management Utility. 


10.3 Installation and Boot Sequence Install a Windows Operating System 


Chapter 11. Windows Configuration Perform management and maintenance of Windows operating systems. 


11.1 Windows Desktop and File Explorer Configure the Windows Desktop and File Explorer. 


11.2 Configure Windows using Control 


Panels 


Configuring Windows with Control Panels. 


11.3 System Administration Use Windows tools and utilities to manage Windows system. 


11.4 Command- Line Tools Use Microsoft Windows command line tools. 


11.5 Windows Networking Configure a Windows computer to work on a network. 
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Chapter /Section Goals/Objectives 


11.6 Common Preventive Maintenance 


Techniques for Operating Sytems 


Use common preventive maintenance on a computer using Micorsoft Windows tools. 


11.7 Basic Troubleshooting Process for 


Windows Operating System 


Explain how to troubleshoot Microsoft Windows operating system. 


Chapter 12. Mobile, Linux, and OSX 


Operating Systems 


Explain how to configure, secure, and troubleshoot mobile, Mac, and Linux 


operating systems. 


12.1 Mobile Operating Systems Explain the purpose and characteristics of mobile operating systems. 


12.2 Methods for Securing Mobile Devices Explain methods for securing mobile devices. 


12.3 Linux and macOS Operating Systems Explain the purpose and characteristics of macOS and Linux operating systems. 


12.4 Basic Troubleshooting Process for 


Mobile, Linux, and macOS Operating 


Systems 


Explain how to troubleshoot other operating systems. 


Chapter 13. Security Implement basic host, data, and network security. 


13.1 Security Threats Explain Security Threats 


13.2 Security Procedures Explain Security Procedures 


13.3 Securing Windows Workstations Configure basic security settings and policies for end devices. 


13.4 Wireless Security Configure wireless security 


13.5 Basic Troubleshooting Process for 


Security 


Explain the six steps of the troubleshooting process for security. 


Chapter 14. The IT Professional Explain the roles and responsibilities of the IT Professional. 


14.1 Communication Skills and the IT 


Professional 


Explain why good communication skills are a critical part of IT work. 


14.2 Operational Procedures Explain how to manage change and unplanned disruptions in a business environment. 


14.3 Ethical and Legal Considerations Explain appropriate behavior when faced with the legal and ethical issues that arise in 


the IT industry. 


14.4 Call Center Technicians Explain the call center environment and technician responsibilities. 
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		Cycle 	J277 Unit 1: Systems Architecture

Recommended Reading: PG Online OCR GCSE J277 Computer Science Chapter 1



		Name:

		

		TARGET

		



		Assessment Result:

		

   /

		Re-sit Result (if necessary):

		

         /

		Student Workbooks Completed

		   Yes / No

		COG:

		





		



		KEYWORDS

		

		Unit Description



		Fetch-Execute

		CPU

		ALU

		

		The unit is subdivided into three topics and an end-of-unit assessment. The unit covers Section 1.2.1 and 1.2.2 of the OCR J277 specification for GCSE Computer Science. Primary storage and secondary storage are both covered.

Homework is given for each lesson. These consist of a mixture of short, factual questions assessing knowledge in isolation and longer questions in which students are asked to analyse a situation or justify their answer to questions.

The final assessment given assesses student’s knowledge of the current unit.



Previous Learning:



No prior knowledge is essential with this unit. However, students should have a basic understanding of computer systems from lessons delivered as part of the

Key Stage 3 national curriculum.



		Control Unit

		Cache

		Von Neumann

		

		



		MAR

		MDR

		Program Counter

		

		



		Accumulator

		Clock Speed

		Cache Size

		

		



		Cores

		RAM/ROM

		Embedded System

		

		



		Virtual Memory

		Volatile

		Non- Volatile

		

		



		Storage

		Capacity

		Durability

		

		



		

Portabilty

		

Reliability

		

Cost

		

		



		





		Unit 1: Systems Architecture

		



		7-9

		Describe how virtual memory is used

		



		

		Accurately evaluate the differences in characteristics between different devices

		



		

		Describe the Von Neumann architecture including: MAR, MDR, Program counter, accumulator

		



		



6 - 7

		Describe common CPU components and their function: ALU, CU, Cache, Registers

		



		

		Describe the advantages and disadvantages of different storage devices and media relating to the

following characteristics: capacity, speed, portability, durability, reliability, cost

		



		

		Understand the purpose of ROM

		



		

		Be able to state the differences between RAM and ROM

		



		

		Describe the characteristics of CPUs that affect their performance including clock speed, cache

size, number of cores

		



		

		Choose suitable storage devices and storage media for a given application

		



		

		Understand the purpose of the CPU including the fetch-execute cycle

		



		

5

		Understand the purpose of RAM

		



		

		Understand the need for virtual memory

		



		

		Understand the need for secondary storage

		



		

		Understand the need for primary storage

		



		

		Understand the purpose and characteristics of embedded systems

		



		4

		Be able to list the common types of storage: optical, magnetic, solid state

		



		

		List various secondary storage devices and storage media

		



		

		Give examples of embedded systems

		





PENSBY HIGH SCHOOL

J277 Cycle Sheets       [image: Pensby High School - Girls - Cain of Heswall]





		Cycle 	J277 Unit 2: Data Representation

Recommended Reading: PG Online OCR GCSE J277 Computer Science Chapter 2



		Name:

		

		TARGET

		



		Assessment Result:

		

   /

		Re-sit Result (if necessary):

		

         /

		Student Workbooks Completed

		   Yes / No

		COG:

		





		



		KEYWORDS

		

		Unit Description



		Bit

		Nibble

		Kilo

		Byte

		Mega

		Giga

		

		The unit is subdivided into six topics and an end-of-unit assessment. The unit covers Section 1.2.3 and 1.2.4 of the OCR J277 specification for GCSE Computer Science. Units and data storage are both covered.

Homework is given for each lesson. These consist of a mixture of short, factual questions assessing knowledge in isolation and longer questions in which students are asked to analyse a situation or justify their answer to questions.

The final assessment given assesses student’s knowledge of the current unit.

Previous Learning:

No prior knowledge is essential with this unit. However, students should have a basic understanding of computer systems from lessons delivered as

part of the Key Stage 3 national curriculum.



		Tera

		Peta

		Binary

		Bit Depth

		

		



		Sample Rate

		Colour Depth

		Pixel

		

		



		Binary Shift (left/right)

		Most / Least Significant

		

		



		Character Set

		ASCII

		Unicode

		

		



		Meta Data

		Hertz

		Compression

		

		



		

Lossy

		

Lossless

		

		



		





		Unit 2: Data Representation

		



		

7-9

		Convert between binary, denary and hexadecimal equivalents of the same number

		



		

		Understand that the number of bits per pixel determines the number of available colours for an image

		



		

		Explain how sampling (Sample rate & Bit depth) intervals and resolution affect the size of a sound file

		



		

		Explain the relationship between file size and image resolution

		



		

6 - 7

		Add two 8-bit binary integers and explain overflow errors which may occur

		



		

		Explain the trade-off between file size and the quality of playback

		



		

		Understand the use of binary codes to represent characters

		



		

		Be able to represent a short sound file in binary

		



		

		Understand how sound is sampled and stored in digital form

		



		

5

		Understand the use of binary shifts

		



		

		Convert positive denary whole numbers (0-255) into 2-digit hexadecimal numbers and vice versa

		



		

		Convert positive denary whole numbers (0-255) into 8-bit binary numbers and vice versa

		



		

		Add two 8-bit binary integers

		



		



4

		Define the terms nibble, terabyte and petabyte

		



		

		Define the terms bit, byte, kilobyte, megabyte, gigabyte

		



		

		Understand the term ‘character set’

		



		

		Understand how a bitmap graphic is made up of individual pixels

		



		

		Explain how each pixel is represented in binary

		



		

		Understand that data needs to be converted into a binary format to be processed by a computer

		







		Cycle 	J277 Unit 3: Networks

Recommended Reading: PG Online OCR GCSE J277 Computer Science Chapter 3



		Name:

		

		TARGET

		



		Assessment Result:

		

   /

		Re-sit Result (if necessary):

		

         /

		Student Workbooks Completed

		   Yes / No

		COG:

		





		



		KEYWORDS

		

		Unit Description



		LAN

		WAN

		Latency

		Bandwidth

		

		The unit is subdivided into six topics and an end-of-unit assessment. The unit covers Section 1.3.1 and 1.3.2 of the OCR J277 specification for GCSE Computer Science. Networks and topologies, wired and wireless networks, protocols, layers are all covered.



Homework is given for each lesson. These consist of a mixture of short, factual questions assessing knowledge in isolation and longer questions in which students are asked to analyse a situation or justify their answer to questions.

The final assessment given assesses student’s knowledge of the current unit



Previous Learning:



No prior knowledge is essential with this unit. However, students should have a basic understanding of computer systems from lessons delivered as part of

the Key Stage 3 national curriculum.



		Wireless Access Points

		Routers

		Switches

		

		



		Network Interface Card

		DNS

		Transmission

Media

		

		



		Hosting

		The Cloud

		Web Server

		

		



		Client Server

		Star Network

		Mesh Network

		

		



		Topology

		IP Addressing

		MAC Addressing

		

		



		TC/IP

		FTP

		POP3

		IMAP

		

		



		

SMTP

		

Layers

		

IPv4

		

IPv6

		

		



		





		Unit 3: Networks

		



		7-9

		Explain the concept of layers in the TCP/IP protocol stack

		



		

		Describe the uses of communications protocols including: TCP/IP

		



		

		Explain the advantages and disadvantages of various transmission media

		



		

6 - 7

		Describe the uses of communications protocols including: FTP, POP, IMAP & SMTP

		



		

		Explain the advantages and disadvantages of client-server and peer-to-peer networks

		



		

		Explain the advantages and disadvantages of various transmission media

		



		

		Explain the use of Ethernet standards to transmit data over a wired network

		



		

		Explain the role of computers in client-server and peer-to-peer networks

		



		



5

		Understand how encryption is used to secure data across network connections

		



		

		Explain the need for IP addressing of resources on the Internet and how this can be facilitated by the role of DNS services

		



		

		Understand the need for Network Interface Cards and the uses of MAC addressing

		



		

		Explain packet switching

		



		

		Describe routers and switches needed to connect stand-alone computers into a Local Area Network

		



		

		Describe the difference between a Local Area Network and a Wide Area Network

		



		

		Define a Wide Area Network

		



		



4

		Describe the nature of the Internet as a worldwide collection of computer networks

		



		

		Explain the need for Wireless Access Points to create wireless hotspots

		



		

		Describe star and mesh network topologies & what is meant by: Hosting & The Cloud

		



		

		Describe the uses of communications protocols including: HTTP &HTTPS

		



		

		Understand wireless modes of connection, including: Wi-Fi & Bluetooth

		



		

		Describe the factors that affect network performance

		







		Cycle 	J277 Unit 4: Network security and systems software OCR GCSE COMPUTER SCIENCE

Recommended Reading: PG Online OCR GCSE J277 Computer Science Chapter 4



		Name:

		

		TARGET

		



		Assessment Result:

		

   /

		Re-sit Result (if necessary):

		

         /

		Student Workbooks Completed

		   Yes / No

		COG:

		





		



		KEYWORDS

		

		Unit Description



		Malware

		Virus

		Worm

		

		The unit is subdivided into four topics and an end-of-unit assessment. The unit covers Section 1.4 and 1.5 of the OCR J277 specification for GCSE Computer Science. Threats to computer systems and networks, identifying and preventing vulnerabilities, operating systems and utility software are all covered.

Homework is given for each lesson. These consist of a mixture of short, factual questions assessing knowledge in isolation and longer questions in which students are asked to analyse a situation or justify their answer to questions.



The final assessment given assesses student’s knowledge of the current unit.



Previous Learning:



No prior knowledge is essential with this unit. However, students should have a basic understanding of computer systems from lessons delivered

as part of the Key Stage 3 national curriculum.



		social engineering

		Trojan horse

		phishing

		

		



		brute-force attack

		data interception

		SQL injection

		

		



		denial of service attack

		data theft

		penetration testing

		

		



		anti-malware software

		anti-virus

software

		firewalls

		

		



		encryption

		physical security

		operating system

		

		



		user interface

		utility software

		drivers,

		

		



		graphical user interface

(GUI)

		multitasking

		defragmentation

		

		



		command line interface (CLI)

		peripheral management

		memory management

		

		



		





		Unit 4: Network Security & Systems Software

		



		

7-9

		Explain the need for the following functions of an operating systems including memory management and multitasking

		



		

		Identify and understand the prevention of vulnerabilities with the use of firewalls such as Denial of Service Attacks & SQL injection

		



		

		Describe the purpose and functionality of common utility software including: Encryption software, Defragmentation software & data compression software.

		



		

6 - 7

		Explain the need for the following functions of an operating system such as User interface, Memory management and multitasking, Peripheral management and drivers, User management & File management

		



		

		Understand forms of attack and threats posed to a network including: Denial of service attacks & SQL injection

		



		

		Identify and understand the prevention of vulnerabilities including the use of: penetration testing, user access levels & encryption

		



		

5

		Understand the following forms of attack and threats to a network including Social engineering, Brute force attacks & Data interception and theft

		



		

		Identify and understand the prevention of vulnerabilities including the use of: anti-malware

software, passwords & physical security

		



		4

		Understand forms of attack and threats posed to a network such as Malware

		



		

		Explain the need for the User interface for an operating system

		



		

		Understand a variety forms of attach and threats the pose at a basic level such as phishing

		







		Cycle 	J277 Unit 5: Impacts of Digital Technology

Recommended Reading: PG Online OCR GCSE J277 Computer Science Chapter 5



		Name:

		

		TARGET

		



		Assessment Result:

		

   /

		Re-sit Result (if necessary):

		

         /

		Student Workbooks Completed

		   Yes / No

		COG:

		





		



		KEYWORDS

		

		Unit Description



		Ethical

		Cultural

		Environmental

		

		The unit is subdivided into three topics and an end-of-unit assessment. The unit covers Section 1.5 of the OCR J277 specification for GCSE Computer Science. Different computer technologies and applications and the ethical, environmental and legal considerations surrounding them are described.



Homework is given for each lesson. These consist of a mixture of short, factual questions assessing knowledge in isolation and longer questions in which students are asked to analyse a situation or justify their answer to questions.



The final assessment given assesses student’s knowledge of the current unit.



Previous Learning:

No prior knowledge is essential with this unit. However, students should have a basic understanding of computer systems from lessons delivered as

part of the Key Stage 3 national curriculum.



		Legislation

		Manufacture

		Disposal

		

		



		Upgrade

		Replace

		E-Waste

		

		



		Privacy

		Legal

		Data Protection

		

		



		Computer Misuse

		Copyright

		

Copyright Designs & Patents Act

		

		



		

Open Source

		

Proprietary

		

		

		



		





		Unit 5: Impacts of Digital Technology

		



		7 - 9

		List the clauses of the Data Protection Act and Computer Misuse Act and give examples of situations in which they are relevant

		



		

		Evaluate the impact of and issues related to the use of computers in society

		



		

6 - 7

		Discuss the impacts of digital technology on the wider society including ethical issues, cultural issues and environmental issues

		



		

		Discuss the impact of manufacture, disposal, upgrading and replacing digital technology

		



		

		Discuss the impact of digital technology regarding legal issues and privacy issues

		



		

		Discuss the impact of e-waste

		



		



5

		Describe legislation relevant to Computer Science including:

· The Data Protection Act 2018

· Computer Misuse Act 1990

· Copyright Designs and Patents Act 1988

		



		

		Describe the features of open source and proprietary software licences

		



		4

		List ethical issues, cultural issues and environmental issues in relation to a given scenario

		



		

		List items of legislation that relate to digital technology

		







		Cycle 	J277 Unit 6: Algorithms

Recommended Reading: PG Online OCR GCSE J277 Computer Science Chapter 6



		Name:

		

		TARGET

		



		Assessment Result:

		

   /

		Re-sit Result (if necessary):

		

         /

		Student Workbooks Completed

		   Yes / No

		COG:

		





		



		KEYWORDS

		

		Unit Description



		Computational

thinking

		reference

language

		decomposition

		

		





The unit covers Section 2.1 of the OCR J277 specification for GCSE Computer Science. Computational thinking, pseudocode, flowcharts, trace tables, searching algorithms and sorting algorithms are all covered in this unit.



Homework is given for each lesson. These consist of a mixture of short, factual questions assessing knowledge in isolation and longer questions in which students are asked to analyse a situation or justify their answer to questions.



The final assessment given assesses student’s knowledge of the current unit.



Prior Learning:

No prior knowledge is essential with this unit. However, students should have a basic understanding of computer systems from lessons delivered as part of the Key Stage 3 national curriculum.



		algorithmic

thinking

		inputs

		processes

		

		



		outputs

		structure diagrams

		pseudocode

		

		



		flowcharts

		abstraction

		trace tables

		

		



		syntax error

		logical error

		algorithm

		

		



		decision

		terminal

		sub program

		

		



		process

		binary search

		linear search

		

		



		bubble sort

		merge sort

		insertion sort

		

		



		variables

		constants

		operators

		

		



		assignments

		sequence

		selection

		

		



		iteration

		Boolean

operators

		arithmetic

operators

		

		



		modulus

		quotient

		exponentiation

		

		



		





		Unit 6: Algorithms

		



		7 - 9

		Understand how to determine the correct output of an algorithm for a given set of data

		



		

		Be able to Identify an algorithm if given the code for it

		



		

		Understand the Merge Sort and be able to apply it

		



		

6 - 7

		Create and use of trace tables to follow an algorithm

		



		

		Understand how to identify and correct errors in algorithms

		



		

		Create, interpret, correct, complete and refine algorithms using flowcharts

		



		

		Write algorithms in pseudocode involving sequence, selection and iteration

		



		

		Understand the sort algorithms such as bubble & insert sort

		



		

5

		Understand the principles of computational thinking such as Abstraction, decomposition & algorithmic thinking

		



		

		Be able to apply each algorithm to a data set

		



		

		Be able to produce structure diagrams to show: The structure of a problem & Subsections and their links to other subsections

		



		

4

		Understand flowchart symbols

		



		

		Understand and use the Linear search

		



		

		Understand arithmetic operators and variables

		



		

		Define the data types integer, real, Boolean, character, string

		







		Cycle 	J277 Unit 7 Programming

Recommended Reading: PG Online OCR GCSE J277 Computer Science Chapter 7



		Name:

		

		TARGET

		



		Assessment Result:

		

   /

		Re-sit Result (if necessary):

		

         /

		Student Workbooks Completed

		   Yes / No

		COG:

		





		



		KEYWORDS

		

		Unit Description



		Variables

		==, !=, <, <=, >, >=,

		open

		

		The unit covers Section 2.2 of the OCR J277 specification for GCSE Computer Science. Programming fundamentals, data types and additional programming techniques are all covered in this unit.

Homework is given for each lesson. These consist of a mixture of short, factual questions assessing knowledge in isolation and longer questions in which students are asked to analyse a situation or justify their answer to questions.

The final assessment given assesses student’s knowledge of the current unit.



Prior Learning:



No prior knowledge is essential with this unit. However, students should have a basic understanding of computer systems from lessons delivered as

part of the Key Stage 3 national curriculum.



		Constants

		+, -, *, /,

		read

		

		



		Operators

		MOD, DIV, ^,

		write

		

		



		Inputs

		Exponentiation

		close

		

		



		Outputs

		data types

		records

		

		



		Assignment

		integer

		SQL

		

		



		Sequence

		real

		Arrays

		

		



		Selection

		Boolean

		one-dimensional array

		

		



		Iteration

		Character

		two-dimensional array

		

		



		Arithmetic operators

		String

		sub

program/subroutine

		

		



		Boolean operators

		Casting

		functions

		

		



		AND

		string manipulation

		procedures

		

		



		OR

		file handling

		random numbers

		

		



		NOT

		Concatenation

		SQL

		

		



		SELECT

		FROM

		WHERE

		

		



		





		Unit 7: Programming

		



		7-9

		Learn how to write simple procedures and functions

		



		

		Understand and use parameters to pass data to procedures and functions

		



		

		Know that subroutines may use local variables which are accessible only within the subroutine

		



		

6 - 7

		Use local variables and explain why it is good practice to do so

		



		

		Explain the advantages of using subroutines in programs

		



		

		Read from and write to a text file

		



		

		Use arithmetic operators including MOD and DIV

		



		

		Use string handling and conversion functions

		



		

		Understand the concept of subroutines

		



		

		Use SQL (Structured Query Language) statements to search for data: i.e. Formulate criteria involving AND, OR and LIKE / Use SELECT, FROM, WHERE, ORDER BY statements / Use the wildcard *

		



		



5

		Understand and use basic file handling operations: open / read / write / close

		



		

		Use selection and nested selection statements

		



		

		Use NOT, AND and OR when creating Boolean expressions

		



		

		Understand and use iteration in an algorithm

		



		

		Write algorithms in pseudocode involving sequence, selection and iteration

		



		

		Use one- and two-dimensional arrays in the design of solutions to simple problems

		



		

4

		Understand and use data types: integer, real, Boolean, character and string

		



		

		Declare and use constants and variables

		



		

		Use input, output and assignment statements

		



		

		Use random number generation

		



		

		Write algorithms in pseudocode involving sequences

		







		Cycle 	J277 Unit 8: Logic & Languages

Recommended Reading: PG Online OCR GCSE J277 Computer Science Chapter 8



		Name:

		

		TARGET

		



		Assessment Result:

		

   /

		Re-sit Result (if necessary):

		

         /

		Student Workbooks Completed

		   Yes / No

		COG:

		





		



		KEYWORDS

		

		Unit Description



		erroneous

		syntax error

		logic gates

		

		The unit covers Section 2.3, 2.4 and 2.5 of the OCR J277 specification for GCSE Computer Science. Producing robust programs, Boolean logic and Programming languages and Integrated Development Environments are all covered in this unit.



Homework is given for each lesson. These consist of a mixture of short, factual questions assessing knowledge in isolation and longer questions in which students are asked to analyse a situation or justify their answer to questions.



The final assessment given assesses student’s knowledge of the current unit

Prior Learning:



Students will benefit from having studied programming concepts with a programming language prior to undertaking this unit. Students should have a basic understanding of computer systems from lessons delivered as

part of the Key Stage 3 national curriculum.



		syntax

		logic error

		logic diagrams

		

		



		authentication

		test data

		conjunction

		

		



		validation

		normal

		disjunction

		

		



		maintainability

		boundary

		negation

		

		



		sub programs

		invalid

		commenting

		

		



		naming

conventions

		Defensive design

		low-level language

		

		



		indentation

		test plan

		translators

		

		



		iterative testing

		AND / OR / NOT

		error diagnostics

		

		



		testing

		compiler

		interpreter

		

		



		

high-level language

		Run-time environment

		Integrated Development

Environment (IDE)

		

		



		final/terminal

testing

		truth table

		Editors

		

		



		logical operators

		anticipating misuse

		

		



		





		Unit 8: Logic & Languages

		



		

7-9

		Explain how to make maintainable programs including: The use of Sub-Programs

		



		

		Describe the characteristics and purpose of High Level Languages

		



		

		Describe the characteristics and purpose of Low Level Languages

		



		

		Interpret the results of truth tables

		



		6 - 7

		Describe the characteristics of a compiler and interpreter

		



		

		Understand the purpose of translators

		



		

		Select and use suitable test data

		



		



5

		Understand the purpose of testing including Iterative Testing / Final Testing

		



		

		Understand how to make maintainable programs (Use Comments)

		



		

		Describe defensive design considerations: Input Validation

		



		

		Describe defensive design considerations: Anticipating misuse

		



		

		Describe defensive design considerations: Authentication

		



		

		Identify syntax and logic errors

		



		

4

		Create, modify and interpret simple logic circuit diagrams

		



		

		Construct truth tables for simple logic circuits

		



		

		Understand how to make maintainable programs including: Naming Conventions & Indentation

		



		

		Construct truth tables for the following logic gates: NOT / AND / OR

		



		

		Draw the Logic gate for AND / OR / NOT
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